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Overview 

• General Introduction 
– Motivation, defs, parallel relaxation v search 

• Knowledge Sharing 
– Control-based sharing 

• Deterministic Parallel Search 
– DP2LL 

• Summary and Perspectives 
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Motivation 

1. Technological 
– Clock frequency are stalling (thermal wall) 

Sequential software won’t be getting faster 
 

– Transistor are still getting smaller (Moore’s law) 
Scalability through more computing units 

 
2. Algorithmic 

– State of the art sequential algorithm looks 
difficult to improve (no orders of magnitude 
improvements) 
 

– SAT is applied to larger and more ambitious 
problems which cannot be solved in reasonable 
time 
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Definitions 

• Parallel system: parallel algorithm + parallel 
architecture 

• Scalability: how well a parallel system takes 
advantage of increased computing resources 
– Definitions: 

• Sequential runtime  Ts 

• Parallel runtime   Tp (with p procs) 

• Speedup   S = Ts/Tp 

• Efficiency   E = S/p 

 

– Typical objective: divide the sequential runtime by the 
number of resources, i.e., E≈1 
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Definitions 

• Knowledge: information generated during the 
execution of a parallel algorithm 

• Knowledge sharing: mechanisms used to share the 
information. Tradeoffs: 

– Cost of sharing: 
• Ramp up time 

• Communication overhead 

– Cost of not sharing: 
• Redundant work 

• Task starvation 
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Sequential SAT Solver 
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(2) Implication graph 

(3) Conflict-clause 

Backtrack friendly 

(1) Literal 

(3) conflict-clause 

(4) Activity 

(5) Conflict 
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(0) var. elim. 
clause subsum. 



PARALLEL RELAXATION 
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Parallel Relaxation 

• Binary Unit Propagation  

Unit-clause rule: an unsatisfied clause is unit if it has 
exactly one unassigned literal 

• 80-90% of solving time 

• Operates locally  

i.e., obvious candidate for parallel algorithm 
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Parallel Relaxation 

• Worst case: 

 

 

 

 

• Chain of successive (sequential) and unique 
implications 

• BUP is inherently sequential 
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Parallel Relaxation 

• Theorem[Kasif 90]: Parallel Relaxation (BUP) is 
log-space complete for P (i.e., BUP ∉ NC) 

 

• Parallel algorithm (polynomial number of 
resources) is unlikely to improve the 
sequential algorithm by much 
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PARALLEL SEARCH 
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Divide and conquer 
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f f, g1 f, g2 

g3 

Load balancing  
request 

f, g2, g3 

UNSAT 

guiding-paths 

Principles:  
1. Allocate independent subspaces to different resources, organize load-balancing 
 



Divide and conquer 
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f f, g1 f, g2 

guiding-paths 

Principles:  
1. Allocate independent subspaces to different resources, organize load-balancing 
2. Share learnt-clauses 
 

If |c|<=e, send c 
(prunes 2(n-|c|) tuples) 

c 



Divide-and-conquer: algorithms 

 
 
SlaveDPLL(){ 
1:get and enforce guiding-path; 
  limit = c; 
  while(!end){ 
    <import foreign-units-clauses>; 
    while(#conflicts < limit && !end){ 
      <import foreign-clauses>; 
      lit = decide(); 
      if(!lit)  
 end = true; 
 SAT = true; 
      if(!BUP(lit)){  
 cl = conflict-analysis(); 
 if(!cl) goto 1;  
 export cl; 
 #conflicts++; 
      } 
    } 
    undoDecisions(); 
    increase(limit); 
  } 
} 

 

 
 
MasterDPLL(){ 
  produce initial guiding-paths; 
  end = false; 
  while(!end){ 
    if(guiding-path-required()) 
      if(!guiding-path()) 
 end = true; 
 SAT = false; 
    <SlaveDPLL> 
  } 
} 
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end, SAT: shared memory variables 
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4 cases: 
false, 
unit, 
sat, 

other 



An historical approach.. 
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Base algorithm Parallel architecture Knowledge 
sharing 

Psato [Zhang et al. 1996] Sato workstations Load-balancing 

[Bohm et al. 1996] ad-hoc workstations Load-balancing 

Gradsat [Chrabakh et al. 
2003] 

zChaff workstations Load-balancing, 
clause sharing 

[Blochinger et al. 2003] zChaff workstations Load-balancing, 
restricted 
clause sharing 

MiraXT [Lewis et al. 2007] Minisat multicore Load-balancing, 
systematic 
clause sharing 

Pminisat [Chu et al. 2008] Minisat multicore Load-balancing, 
clause sharing 
generalized 
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Portfolio of solvers 

• Portfolio approach: let several differentiated but related DPLLs 
compete and cooperate to be the first to solve a given 
instance  

 

• Tradeoff: 
– Cover the space of search strategies, i.e., as good as the best 

– Exchange useful information, i.e., better than the best 

 

• State-of-the-art:  
Plingeling [Biere 2010], Antom [Schubert et al. 2010], SArTagnan [Kottler 
2010], //z3 [Wintersteiger et al. 2009], ManySAT [Hamadi et al. 2008] 
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ManySAT detail: restart policies 
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arithmetic 

geometric 

Luby 512 

dynamic 



ManySAT: covering the space of search 
strategies.. 
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Theoretical Performance 

First solution 

Ts >> Tp S >> p  E >> 1 

• “Speed-up anomalies in parallel tree search”, first reported identification 
circa 1975 [Pruul 88] 

• [Rao et al. 93]: “… sequential DFS is sub-optimal…” 

  

 

 

Ts 
Tp p=3 



Practical Performance 
• SAT-Race 2008 

– 100 industrial problems, 4 cores, 15min timeout 

– Absolute speed-up (vs. Minisat 2.1, best 2008 Sequential) 
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ManySAT pMinisat MiraXT 

Solved 90 85 73 

Average speed-up 6.02 3.10 1.83 

Minimal speed-up 0.25 0.34 0.04 

Maximal speed-up 250.17 26.47 7.56 

Runtime variation 13.7% 14.7% 15.2% 



KNOWLEDGE SHARING 
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Clause-sharing: classical policy 
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f, g1 f, g2 

If |c|<=e, export c 
(prunes 2(n-|c|) tuples) 

c 



Clause-sharing: offline tuning 
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Clause-sharing: saturation 

Simple experiment with Minisat 2.0 (sequential): 
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Observation: average size of learnt clauses is raising 
Conclusion: clause sharing might halt 
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Clause-sharing: relevance 

Exchange between unrelated search efforts: 
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[DPVis, Sinz 05] 
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Control-based clause-sharing 

1. Pairwise size limits eij to control clause 
sharing from i to j 

2. Each unit performs (lock-free) periodic 
revisions of incoming limits  

 Two objectives: 

1. Maintain a throughput T. Solves 
problems (1), (2): 

 

 

2. Maintain a throughput T of a given 
Quality Q. Solves (3): 
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ui 

uj 

eij 

eji 

write 

read 

time 

c c c 

Unit i: 

c c c c 

tk -> eji
k 

 
tk+1 -> eji

k+1 
 

|c| <= eji
k  |c| <= eji

k-1 
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Objective 1: Maintain a Throughput T 

• Throughput T is a number of foreign clauses received in 
each time interval  
– Time interval = α conflicts 
– Typically, T = α/c 

 
• Unit i, at step tk: 

– Rk is the set of foreign clauses received during tk-1 
– If |Rk|< T, uniform increase of ek

ji limits 
– If |Rk|> T, uniform decrease of ek

ji limits 
  

• How do we update the limits? 
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TCP Congestion Avoidance 

• Problem: guess the available bandwidth, i.e., find the 
correct communication rate w 
 
 
 
 
 
 

• Additive Increase Multiplicative Decrease (AIMD): 
– Slow increase as long as no packet loss: w = w + b/w 

• i.e., probe for available bandwidth 

– Exponential decrease if a loss is encountered: w = w – a*w 
• i.e., congestion: quick decrease for faster recovery 
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Network sender receiver 

sender 
receiver 
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Additive Increase Multiplicative 
Decrease (AIMD) 

• Clause sharing: an increase of the limits can generate a very 
large number of incoming clauses. 

– Slow increase, as long as T not met 

– Exponential decrease, if T is met 

29 

ui 

uj 

eij 

eji 

write 
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Objective 2: Maintain a Throughput T  
of Quality Q 

• VSIDS heuristic: unassigned variables with the highest activity 
are related to the future evolution of the search process. 

• Def.  
– Maximum VSIDS activity: 

– Set of active literals of a foreign clause c:  

 

 

– Set of clauses received from j with at least Q active literals: 

 

 

– Quality of clauses received from j at step k: 

 

 
30 Youssef Hamadi, SAT-SMT Summer School @ MIT June 15, 2011 



Maintain a Throughput T  
of Quality Q 

 

 

 

 

 

 

• Non uniform increase/decrease:  
– Favour units which give related clauses 
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Parallel SAT Solving 

32 

(2) Implication graph 

(3) Conflict-clause 

Backtrack friendly 

(3) conflict-clause 

(4) Activity 

(5) Conflict 

(6) Foreign-clause 

Conflict-clause 

Foreign-clause 
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(1) Literal 

(0) var. elim. 
clause subsum. 

(7) Conflicting-foreign-clause 



Evaluation: saturation 
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Evaluation: Industrial Problems 

Youssef Hamadi, SAT-SMT Summer School @ MIT 34 June 15, 2011 



DETERMINISTIC PARALLEL DPLL 
(DP)2LL 
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Motivation 

 • Satisfiable instances, SAT 
Race 2010 

• ManySAT 1.1, 10 runs 
– Nb of different solutions 

– Normalized Hamming distance 
between solutions 

– Avg. time, std-dev 

 

• Sources of non 
determinism: 

1. Integration of foreign clauses 

2. Report of termination 
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Deterministic Parallel DPLL 

2. Controlled integration  
of foreign clauses 

1. Controlled termination 
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Deterministic Parallel DPLL 

Trade off small/large period: 

• Early/late integration of 
foreign clauses 

• Large/small cumulated 
waiting time at the 
barriers 
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Real time! 



Understanding the waiting time 

Check termination 
Deterministic import    

Check termination 
Deterministic import    

Core i Core j 

Barrier 

period conflicts 

period conflicts 

Barrier1 Waiting  
time 

Observation: Cores run at different speed 
Explanation:  
• They develop different trees, i.e., reach conflicts at different rates 
• Develop different learnt-bases, and therefore use more or less time to reach conflicts 
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Reducing the waiting time 

• Idea: arrive at the same time at the barrier 

• Each core has its own dynamically adjusted period: 

– Slow cores can use a small period (less conflicts) 

– Fast cores can use a large period (more conflicts) 

• How can we estimate their relative speeds? 

• Observation: Large learnt-clause db -> slow unit 
propagation -> slow conflict generation 

• Proposal: use the size of learnt base to estimate the 
relative speed of the cores. 
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Reducing the waiting time 

Synchro step k,  

Maximum db size, 𝑚 = max |Δ𝑗
𝑘| ∀0 ≤ 𝑗 < 𝑛𝑏𝐶𝑜𝑟𝑒𝑠 

Corei, relative speed, 𝑆𝑖
𝑘 =

|Δ𝑖
𝑘|

m
 

 

Period for next step,  𝑝𝑒𝑟𝑖𝑜𝑑𝑖
𝑘+1= 𝛼 + 1 − 𝑆𝑖

𝑘 × 𝛼  

– relatively slow, 𝑆𝑖
𝑘  -> 1, 𝑝𝑒𝑟𝑖𝑜𝑑𝑖

𝑘+1 -> 𝛼 

– relatively fast, 𝑆𝑖
𝑘 -> 0, 𝑝𝑒𝑟𝑖𝑜𝑑𝑖

𝑘+1 > 𝛼 
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Reducing the waiting time 

Check termination 
Deterministic import    

Check termination 
Deterministic import    

Core i Core j 

Barrier 

periodi conflicts periodj conflicts 

Barrier1 
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Static v Dynamic periods 
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Summary 

• Divide-and-conquer: an historical approach.. 
– Works very well for deterministic tasks 
– Standpoint: in worst-case exhaust the space 

• Portfolios: the current approach 
– Made by people with a Search background 
– Standpoint: let’s try to avoid being wrong by multiplying 

strategies 

• Knowledge sharing 
– Portfolio becomes better than individual strategies 
– Difficulty: orthogonal strategies v sharing 
– Can be dynamically adjusted 

• Deterministic Parallel Search 
– DP2LL: can be done efficiently 
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Perspectives 

 

• Very large number of cores 

– Scalability of Portfolios?? 
attempts: restrict communication graph, specialized nodes cf. CP’10 

– Think out-of-the-box: new algorithmic architectures 

– Do not commit: try (expensive) alternatives in parallel 

variables elimination, vivification, decomposition, etc. 
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