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We present a measurement of iéboson mass using data collected with the CDF detector during the
1994-1995 collider run at the Fermilab Tevatron. A fit to the transverse mass spectrum of a sample of 30115
W—ev events recorded in an integrated luminosity of 84 blgives a massMl,y=80.473+0.065(stat)
+0.092(syst) GeW?. A fit to the transverse mass spectrum of a sample of 14740 v events from 80
pb™! gives a mas$/y,= 80.465+0.100(stat)- 0.103(syst) GeW2. The dominant contributions to the sys-
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tematic uncertainties are the uncertainties in the electron energy scale and the muon momentum scale,
0.075 GeVt? and 0.085 GeW?, respectively. The combined value for the electron and muon channel is
M,=80.470+ 0.089 GeV£2. When combined with previously published CDF measurements, we obtain
M,=80.433+0.079 GeV£?2.

DOI: 10.1103/PhysRevD.64.052001 PACS nuniberl4.70.Fm, 13.38.Be

[. INTRODUCTION the lepton and recoil responses is incorporated in the Monte
Carlo simulation ofW production and decay. Section VIII

W -It;glssogagscr::essf)rébszsrvae(;ni?wazl;]rt?T(ftgtn?ﬂ?:f]_a?(scléslllir—‘g gives a description of the fitting method used to extracMhe
Y P protem mass from a comparison of the data and the simulation. It

sions produced at the Fermilab Tevatron with a center-of-
also presents a global summary of the measured values and
mass energy of 1800 GeV. The results are from an analys

[ . - .
of the decays of th& into a muon and neutrino in a data the experimental uncertainties. Finally, the measWadass

sample of integrated luminosity of 80 Bh and the decays is compared to previous measurements and current predic-

of theW into an electron and neutrino in a data sample of 84t|ons.

pb™?, collected by the Collider Detector at Fermil&BDF)

from 1994 to 1995. This time period is referred to as run IB
whereas the period from 1992 and 1993 with about 20'pb Il. OVERVIEW
of integrated luminosity is referred to as run IA.

Th lati h d ¥ ¢ This section begins with a discussion of how the nature of
e relations among the masses and couplings of gaugg, ¢, production and decay motivates the strategy used to
bosons allow incisive tests of the standard model of the elec-

troweak interactionfl]. These relations include higher-order measure th&Vmass. The aspects of the detector and triggers

radiative corrections which are sensitive to the top quarkcr|t|cal to the measurement are then described. A brief de-

massM, and the Higgs boson madd [2]. The W scription of the data samples used for the calibrations and for
top Higgs .

boson mass provides a significant test of the standard modgie mass measurem_ent foIIovys. A summary of the analysis
in the context of measurements of the properties of Zhe strategy and comparison of this analysis with our last analy-

boson, measurements of atomic transitions, muon deca§!S concludes the section.
neutrino interactions, and searches for the Higgs boson.
Direct measurement of th&/ mass originated at the
antiproton-proton collider at CERNB]. Measurements at the
Fermilab Tevatron collider by the Collider Detector at Fer-  The dominant mechanism for production\&fbosons in
milab (CDF) [4] and D@ [5] Collaborations have greatly antiproton-proton collisions is antiquark-quark annihilation.
improved precision. At the CERM" e~ collider LEP Il, the  TheW is produced with momentum relative to the center-of-
W boson mass has been measured from\ihpair produc-  mass of the antiproton-proton collision in the transverse
tion cross section near thresh¢&] and by direct reconstruc- (x, y) and longitudinal(z) directions(see Fig. 1 The trans-
tion of the twoWs [7]. The average of direct measurements,qrse component of the momentum is balanced by the trans-
including th2e analysis in this paper is of 80.39 yerse momentum of hadrons produced in association with
t0.0Q GeVvee [8]. L _ the W, referred to as the “recoil,” as illustrated in Fig. 2.
IndirectW mass determinations invoh&boson measure- The W boson decays used in this analysis are the two-

ments at LEP and the SLAC L|n.ear. CO”'déSLC) (9], body leptonic decays producing an electron or muon and a
charged- and neutral-current neutrino interactions at Fermi-

. Beutrino. Since the apparatus neither detects the neutrino nor
lab [10], and the top quark mass measurement at Ferm"ameasures the component of the recoil momentum, much of
[11]. A recent survey[9] gives a W mass of 80.381 P '

+0.026 GeV£? inferred from indirect measurements. which is carried in fragments of the initial proton and anti-
The paper is structured as follows. A description of thep,mtor,' at sma]l angles relative to th? beqms, there is insuffi-

detector and an overview of the analysis are given in Sec. jcient information to recon_struct_ the mva_rlant mass of e

The calibration and alignment of the central tracking cham©n @n event-by-event basis. This analysis uses the transverse

ber, which provides the momentum scale, is described ifn@ss of eachW event, which is analogous to the invariant

Sec. Ill. Section Il also describes muon identification andMass except that only the components transverse to the

the measurement of the momentum resolution. Section I\peamline are used. Specifically,

describes electron identification, the calorimeter ener

scale, and the measurement of the energy resolution. '?r):e (M%Z:(EITJFEQZ_(E#“L ED)?, @

effects of backgrounds are described in Sec. V. Section VI

describes a Monte Carlo simulation ®¥ production and

decay, and QED radiative corrections. Section VII describegvhereMY’ is the transverse mass of thé E} is the trans-

the measurement of the detector response to the hadrons nerse energysee Fig. 2 of the electron or the transverse

coiling against theW in the event, necessary to infer the momentum of the muon, arl7 is the transverse energy of

neutrino momentum scale and resolution. The knowledge othe neutrino. The boldface denotes two-component vector

A. Nature of W events
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X
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/

Interaction Point

FIG. 1. One quarter of the CDF detector. The detector is symmetric about the interaction point. CDF uses a cylindrical coordinate system

with the z (longitudina) axis along the proton beam axisis the transverse coordinate, apds the azimuthal angle. Pseudorapidity) is
defined asp=—In(tan(@/2)), where# is the polar angle relative to the proton-beam direction.

guantities. The transverse energy of the neutrino is inferred
from apparent energy imbalance in the calorimeters,

Er=Ef=—(Er+u), 2)

whereu denotes the transverse energy vector of the recoil
(see Fig. 2 measured by the calorimeters.

B. Detector and triggers

This section briefly describes those aspects of the CDF
detector and triggers pertinent to tié mass measurement.

A more detailed detector description can be found in Refs.
[13,14); recent detector upgrades are described in Red]
and references therein.

The CDF detector is an azimuthally and forward-
backward symmetric magnetic detector designed to spydy
collisions at the Tevatron. The magnetic spectrometer con-

u=>» Ei sists of tracking devices inside a 3-m diam, 5-m long super-
1=1"-T conducting solenoidal magnet which operates at 1.4 T. The

FIG. 2. Kinematics ofW boson production and decay for the Calo_rimeter Is diVided_into a central region (309<150°)
events used in this analysis, as viewed in the plane transverse to t&ltSide  the solenoidal magnet, end plugs (&0
antiproton-proton beams. The recoil energy veatds the sum of ~<30°,150°<6<170°), which form the pole pieces for the
the transverse energy vectdg$ of the particles recoiling against solenoidal magnet, and forward and backward regions (2°
the W. Although energy is a scalar quantity, “transverse energy” < #<10°,170°<§<178°). Muon chambers are placed out-
commonly denotes the transverse component of the vector whosgde (at larger radiup of the hadronic calorimeters in the
magnitudeis the energy of the particle ardirectionis parallel to  central region and behind added shielding. An elevation view
the momentum of the particle. of one quarter of the CDF detector is shown in Fig. 1.
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1. Tracking detectors derived from testbeam data taken during 1984-1985; the
A four-layer silicon microstrip vertex detectqSvx') ~ OWer gains were set in March 1994 using Cesium-137

[16] is used in this analysis to provide a precision measured@mma-ray sources. Details of the further calibration of the
ment of the location of the beam axisminous regiop The ~ CEM are given in Sec. IV. ,
SVX' is located directly outside the 1.9-cm radius beryllium 1he calorimeters measure the energy flow of particles
beampipe. The four layers of the SVre at radii of 2.9, Produced in association with tha\. Outside the CEM is a
4.3,5.7, and 7.9 cm from the beamline. Outside the Sigx  Similarly segmented hadronic calorimet@HA) [20]. Elec-
a set of vertex time projection chambeX&TX) [17], which tromagnetic and hadronic calorimeters which use multiwire
providesr-z tracking information out to a radius of 22 cm for Proportional chambers as the active sampling medium extend
| 7]<3.25. The VTX is used in this analysis for finding tae thiS coverage tdz|=4.2[21]. In this analysis, however, the
position of the antiproton-proton interactidthe event ver- '€C0il energy is calculated only in the region of full azi-

tex). The event vertex is necessary for event selection, leptoffuthal symmetry| »|<3.6. Understanding the response of
track reconstruction, and the calculationEf. these devices to the recoil from bosons is difficult from first

Both the SVX and VTX are mounted inside the central Principles as it depends on details of the flow and energy
tracking chambeXCTC) [18], a 3.2-m long drift chamber distributions of the recoil hadrons. The energy response to

that extends in radius from 31.0 cm to 132.5 cm. The CTdeco'If”ergy is parametrized primarily ulsiﬁg—>e+e‘ and
has 84 sampling wire layers, organized in 5 axial and 4 ste¢—# # events. Details of the calibration of the calorim-
reo “super-layers.” Axial superlayers have 12 radially sepa-Et€rs to recoil energy are given in Sec. VII.

rated layers of sense wires, parallel to thaxis, that mea-

sure ther-¢ position of a track. Stereo superlayers have 6 3. Muon detectors

sense wire layers, with &2.5° stereo angle, that measure a  Four-layer drift chambers, embedded in the wedge di-
combination ofr- ¢ andz information. The stereo angle di- rectly outside(in radiug of the CHA, form the central muon
rection alternates at each stereo superlayer. Axial and stergtection systeniCMU) [22]. The CMU covers the region
data are combined to form a 3-dimensional track. Details of ;| <0.6. Outside of these systems there is an additional ab-
the calibration and alignment of the CTC are given in Secsorber of 0.6 m of steel followed by a system of four-layer
. drift chambers(CMP). Approximately 84% of the solid
Track reconstruction uses ¢ information from the beam  angle for||<0.6 is covered by CMU, 63% by CMP, and
axis and the CTC axial layers, amdinformation from the 5394 by both. Additional four-layer muon chambg@MX)
VTX zvertex and the CTC stereo layers. In this analysis, theyith partial (70%) azimuthal coverage subtend €6y
electron or muon momentum is measured from the curvaturec 1 Muons fromW decays are required in this analysis to
azimuthal angle, and polar angle of the track as the particlgrgquce a trackstub in the CMU or CMX that matches a

traverses the magnetic field. track in the CTC. The CMP is used in this measurement only
in the level 1 and level 2 triggers. Details of the muon selec-
2. Calorimeters tion and reconstruction are given in Sec. lIl.
The electromagnetic and hadronic calorimeters subtend
27 in azimuth and from—4.2 to 4.2 in pseudorapidityz). 4. Trigger and data acquisition

The calorimeters are constructed with a projective tower ge- The CDF trigger is a three-level system that selects events
ometry, with towers subtending approximately 0.1 in pseUtor recording to magnetic tape. The crossing rate of proton
dorapidity by 15° in¢ (centra) or 5° in ¢ (plug and for- 54 antiproton bunches in the Tevatron is 286 kHz, with a
ward). Each tower consists of an electromagnetic calorimetef,ean interaction rate of 1.7 interactions per crossing at a
followed by a hadronic calorimeter at larger radius. The eMNuminosity of ~1x 10**cm 2sec ?, which is typical of the
ergies of central electrons used in the mass measurement gjg;, presented here. The first two levels of the tridgai

measured from the electromagnetic shower produced in theynsist of dedicated electronics with data paths separate from
central electromagnetic calorimet@@EM) [19]. The central o data acquisition system. The third leyH], which is

calorimeter is constructed as 24 “wedges”drfor each half jnitiated after the event information is digitized and stored,
of the detector(—1.1<7<0 and 0<»<1.1). Each wedge | 5e5 a farm of commercial computers to reconstruct events.

has 10 electromagnetic towers, which use lead as the akg,g triggers selectingV—e» and W— v events are de-
sorber and scintillator as the active medium, for a total ofysriped below.

480 CEM towers. A proportional chambefCES measures At level 1, electrons were selected by the presence of an
the electron shower position in the andz directions at a  gjectromagnetic trigger-tower witE; above 8 GeV(one
depth of ~6 radiation lengths in the CENLLY]. A fiducial  gjgaer tower is two physical towers, which are longitudi-
region of uniform electromagnetic response is defined b¥1a||y adjacent, adjacent in pseudorapitlityluons were se-
avoiding the edges of the wedges. For the purposes of triggcted by the presence of a track stub in the CMU or CMX,
gering and data sample selection, the CEM calibrations argnd, where there is coverage, also in the CMP.
At level 2, electrons from\W decay could satisfy one of
several triggers. Some required a track to be found in the
There are actually only 478 physical CEM towers; the locationsr - ¢» plane by a fast hardware proces§®s] and matched to
of two towers are used for the cryogenic penetration for the magne& calorimeter cluster; the most relevant required an electro-
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magnetic clustel23] with E; above 16 GeV and a track with used to measure the magnitude and the distribution of the
pr above 12 GeW. This was complemented by a trigger material, in radiation lengths, between the interaction point
which required an electromagnetic cluster with above 16 and the CTC tracking volume.

GeV matched with energy in the CH86] and net missing The W—ev sample A sample of~30100NV— ev candi-
transverse energy in the overall calorimeter of at least 2@ates is used to align the CTC, to compare the CEM energy
GeV, with no track requirements. The muon level 2 triggerscale to the momentum scale, and to measureéAtheass.
required a track of at least 12 Ged/that matches to a CMX The Z—e*te™ sample A sample of ~1500 dielectron
stub (CMX triggers, both CMU and CMP stubsCMUP  candidates near the mass is used to determine the electron
triggers, or a CMU stub but no CMP Stul€MNP triggers.  gnergy scale and resolution, to model the response of the
Due to bandwidth limitations, only about 43% of the CMX 4|orimeters to the recoil particles against thend W bo-

triggers and about 39% of the CMNP triggers were recordedsqy, and to derive th& and Wop; distributions in thew
At level 3, reconstruction programs included three-_ ) analysis.
dimensional track reconstruction. The muon triggers required The minimum bias samplé total of ~2000000 events

a track withpy above 18 GeW maiched with a muon stub. gqered only on a coincidence of two luminosity counters is
There were three relevant electron triggers. The first requirefgeq to help understand underlying event.

an electromagnetic cluster withy: above 18 GeV matched to
a track withp; above 13 GeW with requirements on track
and shower maximum matching, little hadronic energy be-
hind the cluster, and transverse profileziim both the towers The determination of the momentum and energy séaes
and the CES. Because such requirements may create sub@igicial to theW mass measurement. Momentum is the kine-
biases, the second trigger required only a cluster above 2®atic quantity measured for muons; for electrons, the energy
GeV with a track above 13 Ge¥/as well as 22 GeV net Mmeasured in the calorimeter is the quantity of choice as it has
missing transverse energy in the overall calorimeter. Théetter resolution and is much less sensitive than the momen-
third trigger required an isolated 25 GeV cluster with notum to the effects of bremsstrahlupg7]. The spectrometer
track requirement and with 25 GeV missing transverse enmeasures the momentuim) of muons and electrons, and the
ergy. calorimeter measures the ener@) of electrons. This con-
Events that pass the level 3 triggers were sorted and rdiguration allowsin situ calibrations of both the momentum
corded. The integrated luminosity of the data sample &9 and energy scales directly from the collider data. The final
pb—l in the muon sample and-84 pb—l in the electron alignment of the CTC wires is done with high momentum
sample. electrons, exploiting the charge independence of the electro-
magnetic calorimeter measurement since both positives and
negatives should give the same momentum for a given en-
ergy. The momentum scale of the magnetic spectrometer is
Nine data samples are employed in this analysis. Thesgien studied using the reconstructed mass of the
are Qescrlbed briefly below an_d in more detail in subsequemﬁﬁﬂf andY — u "~ resonances, exploiting the unifor-
sections as they are used. A list of the samples follows: ity stability, and linearity of the magnetic spectrometer.
The y—pu u~ sample A sample of ~500000/  Similar studies for the calorimeter are done using the average
—p"p” candidates with 27 M+ <4.1 GeVk?is used  calorimeter response to electrofisoth e* and e”) of a
to investigate the momentum scale determination and to urgiven momentum. The momenta of lepton tracks frivh
derstand systematic effects associated with track reconstrudecays reconstructed with the final CTC calibration typically
tion. change from the initial values used for data sample selection
The Y—u*u~ sample A sample of ~83000 by less than 10%; their mean changes by less than 0.1%. The
—utu” candidates with 8:8 M,+ <113 GeVE? offers  final CEM calibration differs from the initial source-testbeam
checks of the momentum scale determination that are stati§alibration in early runs on average by less than 2%, with a
tically weaker but systematically better than those from thedradual decline of-5% during the data-taking period. Fits to
W—p u” sample. the reconstructed—u"u~ andZ—e'e” masses, along
The Z-u* 1~ sample A sample of~1900 dimuon can- With linearity studies, provide the final momentum and en-
didates near th& mass determines the momentum scale an@'9y scales. The mass distributions are also used to deter-
resolution, and is used to model the response of the calorinflline the momentum and energy resolutions. _
eters to the recoil particles against thandW boson, andto ~_ The detector response to the reaiis calibrated prima-
derive theZ andWp; distributions in theW— w» analysis.  fily usingZ—u " n~ andZ—e"e decays in the muon and
The W= uv sample A sample of~14700N— uv can-  €lectron analyses, respectively. These are input to fast Monte
didates is used to measure emass. Carlo programs which combine the production model and
The inclusive electron sampla sample of~750000 cen-  detector simulation.
tral electron candidates with;>8 GeV is used to calibrate
the relative response of the central electromagnetic calorim-
eter (CEM) towers. Throughout this paper, momentum measurements using the CTC
The Run IA inclusive electron samplé& sample of are denoted as, and calorimeter energy measurements are denoted
~210000 central electron candidates wil#y>9 GeV is  asE.

D. Strategy of the analysis

C. Data samples
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The observed transverse mass line shape also depends &
the transverse and longitudin®/ momentum spectra. The E
py spectrum is derived from the—e*e™ andZ—pu*u~™ &
data and the theoretical calculations. Tpé spectrum is a
measured from the leptons in tledecays by taking into
account the lepton momentum and energy resolution. The
theoretical calculations are used to correct the difference be ™ ‘-"A:"';*jc-“;.;;i‘-v}}‘f__&_& ay,i,g_s‘m;, 6’3“._?’}
tween theps andpy’ distributions. The observed distribu- Ll E Fit3
tions provide consistency checks. The longitudinal spectrum
is constrained by restricting the choice of parton distribution 4 ! ! !
functions(PDF9 to those consistent with data. 55000 60000 65000 70000

To extract theW mass, the measuraly transverse mass
spectrum is fit to fast Monte Carlo spectra generated at a
range ofW masses. Electromagnetic radiative processes and FIG. 3. Variation of the average magnetic field as a function of
backgrounds are included in the simulated line shapes. Thein number. The left side of the plot corresponds to January 1994
uncertainties associated with known systematic effects arand the right side of the plot to July 1995.

estimated by varying the magnitude of these effects in the o )
Monte Carlo simulation and refitting the data. and ¢ mass measurements indicate that the size of the non-

linearity is negligible.

1.414 —

1.413

&

Run Number

E. Comparison with Run IA analysis
) S A. Track reconstruction
This analysis is similar to that of our lagtun IA) mea-

suremenf4], with datasets-4.5 times larger. The direct use 1. Helical fit

of the Z events in modelingV production and recoil hadrons The momentum of a charged particle is determined from
against thew [4,12] is replaced with a more sophisticated its trajectory in the CTC. The CTC is operated in a neéidy
parametrizatioth28]. In this analysis our efforts to set a mo- within ~1%) uniform axial magnetic field. In a uniform
mentum scale using th# andY dimuon masses and then to field, charged particles follow a helical trajectory. This helix
transfer that to an energy scale uskp for W electrons did  is parametrized by: curvaturé&; (inverse diameter of the
not produce a self-consistent picture, particularly the reconeircle inr-¢); impact parametei), (distance of closest ap-
structed mass of th& with electron pairs. Instead we choose proach tor =0); ¢, (azimuthal direction at the point of clos-

to normalize the electron energy and muon momentun®st approach to=0); z, (the z position at the point of clos-
scales to theZ mass, in order to minimize the systematic €St approach to=0); and cot6, whered is the polar angle
effects, at the cost of a modest increase in the overall scaWith respect to the proton direction. The helix parameters are
uncertainty due to the limite@ statistics. A discussion of determined taking into account the nonuniformities of the
this problem is given in Appendix A. The instantaneous lu-magnetic field using the magnetic field map. The magnetic
minosity of this dataset is a factor ef2 larger, resulting in f1€ld was measured by NMR probes at two reference points
higher probability of having additional interactions within on the endplates of the CTC during the data-taking period as

the same beam crossing. Also, we have included muon triﬁg%wrrllr:nbﬁ?ﬁr?,toaggn(\:/c()arrrtegttjlfvr::‘[u?z rtr(])ari%rzgr:?: magnetic
gers from a wider range of polar angle. y :

The momentum resolution is improved by a factor-a2
by constraining tracks to originate from the interaction point
IIl. MUON MEASUREMENT (“beam-constraint’). The z location of the interaction point
In the muon channel, the/ transverse mass depends pri- is determined using the VTX for each event with a precision

marily on the muon momentum measurement in the centrdlf 1 mm. The distribution of these i_nteraction points has an
tracking chambe(CTC). This section begins with a descrip- RMS spread of 25-30 cm, depending on accelerator condi-
tion of the reconstruction of charged-particle trajectories andions- Tr)er-¢ location of the beam axis is measured with
describes the CTC calibration and alignment. It then deth® SVX, as a function o, to a precision of 1qum. The
scribes the selection criteria to identify muons and the criteP&am axis is tilted with respect to the CTC axis by a slope
ria to select theW—uv and Z—pu* u~ candidates. The that is typically about 400 microns per meter.

momentum scale is set by adjusting the measured mass from
Z—u"u~ decays to the world-average value of thenass

[29]. The muon momentum resolution is extracted from the The material between the interaction region and the CTC
width of theZ— u " = peak in the same dataset. The muontracking volume leads to the helix parameters measured in
momentum scale is checked by comparing tieand ¢  the CTC that are different than those at the interaction point.
masses with the world-average values. Since the averadgeor example, in traversing 7% of a radiation length, muons
muon momentum is higher iZ decays thanW decays, a lose about 5 MeV on average due dd=/dx energy loss,
correction would be necessary for thémass determination which is significant for lowpy tracks. Because of its small

if there were a momentum nonlinearity. Studies of Hhé, mass, electrons passing through the material have a large

2. Material effects on helix parameters
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FIG. 5. Reconstructed photon conversion vertex density in the
_ r—¢ plane for the innermost superlayer in the CTC, folded into
CT1C 1/30 of the circumferencéhis layer has 30-fold symmetryEach
point represents one reconstructed vertex.
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FIG. 4. The radialR) distributions for conversionésolid line) and the VTX walls can be clearly resolved. This resolution is
and backgrounddashed ling for the run IA inclusive electron important since we need to fix the proportionality constant
sample.R is negative when the photon momentum direction is op-between conversions and radiation lengths by calibrating on
posite to the vector from the beam spot to the conversion positio feature of known composition. The CTC inner support is
due to the detector resolution. chosen for this purpose since its construction is well-

documented. lts thickness at normal incidence is (1.26
amount of(externa) bremsstrahlung which changes both the £0.06)% of a radiation length. The result for the integrated
curvature and impact parameter of the electrons. The beamaterial thickness before the CTC volume, averaged over the
constraint fit accounts for theéE/dx, and restores some of vertex distribution and angular distribution, is (7.20
the energy loss due to the external bremsstrahlung. In ordet 0.38)% of a radiation lengthVariations in conversion-
to make accurate corrections for tlde/dx, and properly finding efficiency and electron trigger efficiency as a func-
simulate biases from external bremsstrahlung, the magnitudén of the conversion point are taken into account. Other
and distribution of the material need to be understood. choices for the “standard radiator” such as the wires of the

The material distribution is measured using a run IAinnermost superlayer in the CTC, as shown in Fig. 5, give
sample of 210000 photon conversions, where the conversiotonsistent results.
rate is proportional to the traversed depth in radiation Another check is provided by thE/p distributior? of
lengths® Conversion candidates are selected from the 9 Geglectrons fromW decay(see Fig. 6, whereE is the electron
inclusive electron sample. An electron associated with aenergy measured by the CEM apds the electron momen-
oppositely-charged partner track closedrand distance at tum measured by the CTC. External bremsstrahlung photons
the point of conversiorithe point at which the two helices [30] are collinear with the electron track at emission and
are parallel in azimuthis identified as ay—e*e™ candi- typically point at the calorimeter tower struck by the electron
date. To optimize the resolution on the measured conversiotiack so that the calorimeter collects the full energy. Since
location, a two-constraint fit is applied to the helix param-the track momentum is reduced by the radiated energy, the
eters of the two tracks: the separation is constrained to vark/p distribution develops a high-side tail. Final state radia-
ish, and the angles from the beam spot to the conversion tion from electron productior(internal bremsstrahlungis
point is constrained to match thfof the photon momentum about a 20% contribution to this tail. We define the fraction
vector. These constraints given an average observed resolof events in the tailf,,; , to be the fraction of events in the
tion of 0.41 cm on the conversion radius, to be comparedegion 1.4<E/p<1.8. The lower bound is far enough away
with an expected resolution of 0.35 cm. The radial distribu-from the peak to be insensitive to resolution effects. After a
tions for conversions and backgrounds up to the innermostmall QCD background correction, we find
superlayer in the CTC are shown in Fig. 4. The prominent
peak at 28 cm is due to the inner support structure of the————

“This value is for electrons fro decay. Due to difference in the
detector acceptance between electrons and muons, the material
3The run IA and run IB detectors are identical except for the SVX.thickness for muons is (7.300.38)%.
This difference, estimated to be less than 0.1% of a radiation length, >For convenience, the requisite factormis dropped in the ratio
is negligible compared to the total radiation length. E/p.
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The Monte Carlo simulation, including internal radiative ef-
fects, reproduces this value when the material equals (7.5 CTC layer number
+0.37)% of a radiation length, in good agreement with the
value from conversion photons above.

An appropriate material distribution is applied to muon
and electron tracks on a track-by-track basis.

FIG. 7. The deviation (XA ¢) of each CTC layer from its
nominal position at the end platelz|(= 150 cm) in cm, versus the
layer number. The solidopen circles represent the weseasi
CTC end plate.

B. CTC calibration and alignment end of the CTC by a different amounk A ¢ with respect to

The CTC calibration and alignment proceeds in two stepsthe outermost superlaydsuperlayer 8 where the relative
First, the relationship between the measured drift time andotation of two end plates is expected to be the smallest
the distance to the sense wire is established. Second, ti@cording to the chamber construction. The stereo alignment
relative alignment of wires and layers in the CTC is per-is adjusted to account for the calculated end plate deflection
formed. Small misalignments left after these procedures aréue to wire tension. The measured deviation of each layer

removed with parametric corrections. from its nominal position after this alignment is shown in
Fig. 7.
1. Time-to-distance calibration Figure 8 demonstrates the elimination of misalignment

after the alignmentopen circles A small residual depen-
ﬁience of thel/y mass on ca remains, which is removed
yvith the correction,

Electronic pulsing, performed periodically during the
data-taking period, gives relative time pedestals for eac
sense wire. Variations in drift properties for each superlaye
are removed run-by-run. Additional corrections for nonuni- cotf—s 1.0004x cot 6. 3)
formity in the drift trajectories are made based on data from
many runs. After the calibration and alignment described in  The only significant remaining misalignments are an azi-
Sec. Ill B 2, the CTC drift-distance resolution is determinedmuthally (¢)-modulated charge difference i<rE/p> and a
to be 155um (outer layergto 215 um (inner layers, to be  misalignment between the magnetic field direction and the

compared with~120 um expected from diffusion alone, and axial direction of the CTC. Thep modulation is removed
~200 um expected from test-chamber results. with the correction

2. Wire and layer alignment C—C—0.00031xsin( ¢o— 3.0), 4

The initial individual wire positions are taken to be the whereC equals toQx 1/p; (GeV/c) ™, Q is the charge of

T aemton of crenees boneecn se mamamal2e Iepon, the coafcent coespons o a nominal bean
y osition displacement of 3Zm, and ¢ is in radians. The

Egzltfnn;ﬁg tgfezp;jrgl_o?'igeéirﬁz?:g Vg'fthsgzsoept\:vﬁ?é:u;\r/s%agnetic field misalignment is removed with the correction
azimuthally aligned relative to each other by requiring the |C|—|C|[1-0.0017 co¥ sin( po—0.9)]. (5)
ratio of energy to momentur/p for electrons to be inde-
pendent of charge. A physical model for these misalignments
is a coherent twist of each end plate as a function of radius.
A sample of about 40000 electrons with &B/p<1.2 from The W mass analysis uses muons traversing the central
the W—ev sample(see Fig. 6 is used for the alignment. muon systenfCMU) and the central muon extension system
The alignment consists of rotating each entire layer on eactCMX).

C. Muon identification
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(b) for W decays, andc) and(d) for Z decays. Pointghistograms

The CMU covers the regiofy|<0.6. The CMX extends show the datdthe simulation with statistical uncertainties.
the coverage tor|<1. There are approximately five to eight
hadronic absorption lengths of material between the cTGuUperlayers of the CTC, and to have the number of CTC
and the muon chambers. Muon tracks are reconstructed usiféereo hits greater than or equal to 12. Muon tracks in the
the drift chamber time-to-distance relationship in the transW—uv and Z—u" ™ data samples must satisfyD|
verse(¢) direction, and charge division in the longitudinal <0.2cm, whereD, is the impact parameter in the- ¢
(2) direction. Resolutions of 25@m in the drift direction and ~ Plane of the muon track with respect to the beam spot. This
1.2 mm inz are determined from cosmic-ray studjg?].  reduces backgrounds from cosmic rays and QCD dijet
Track segments consisting of hits in at least three layers ar@vents. Additional cosmic ray background events are re-
found separately in the— ¢ andr — z planes. These two sets moved from thewW— uv andZ— " u~ samples when the
of segments are merged and a linear fit is performed to gerhits of the muon track and the hits on the opposite side of the
erate three-dimensional track segmefistubs”). Figure 9  beam pipe, back-to-back i, can be fit as one continuous
shows the effects of the bandwidth limitation of the CMX trajectory.
and CMNP triggergsee Sec. Il B#and partial azimuthal
coverage(see Sec. Il B B D. Event selection'\W—uw; Z, Y, p—ptu~

Muons fromW, Z, Y, and ¢ decays are identified in the
following manner. The muon track is extrapolated to the
muon chambers through the electromagnetic and hadronic The event selection criteria for th&/— uv mass mea-
calorimeters. The extrapolation must match to a track segsurement are intended to produce a sample with low back-
ment in the CMU or CMX. For higlpr muons fromwWorZ  ground and with well-understood muon and neutrino kine-
decays, the X A ¢ matching is required to be within 2 cm; matics. These criteria yield a sample that can be accurately
the RMS spread of the matching is 0.5 cm. For lpsy ~ modeled by simulation, and also preferentially choose those
muons fromY and ¢ decays, ap dependent matching is €vents with a good resolution for the transverse mass.ZThe
required to allow for multiple scattering effects. Since thesample is used to calibrate the muon momentum scale and
energy in the CEM towés) traversed by the muon is 0.3 resolution, to model the energy recoiling against fhand
GeV on average, the CEM energy is required to be less thaW, and to derive th& andW transverse momentum spectra
2 GeV forW andZ muons. This cut is not applied to muons (p5 andpy'). In order to minimize biases in these measure-
from Y or ¢ decays sincé’’s and ¢/'s are often produced ments, theZ—u*u~ event selection is chosen to be as
with particles associated with the same initial partons. Sincsimilar as possible to th&/— v event selection.
the energy in the CHA towés) traversed by the muon is 2 Both W—puv and Z—utu~ sample extractions being
GeV on average, the CHA energy is required to be less thawith events that pass a level 3 high-muon trigger as dis-
6 GeV. In order to remove events with badly measureccussed in Sec. Il. From these, a final sample is selected with
tracks, muon tracks are required to pass through all nin¢he criteria listed in Table | and described in detail below.

1. W—uw and Z—ptpu~ event selection
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TABLE |. Criteria used to select th&/— uv andZ— u* ™ samples.

Criterion W events after cut Z events after cut
Initial sample withZ vertex requirement 60607 4787
ESEM<2 Gev 56489 3349
Not a cosmic candidate 42296 2906
Impact parametelD | <0.2 cm 37310 2952
Track-muon stub match 36596 2752
Stereo hits=12 34062 2442
Tracks through all CTC superlayers 33887 1991
pr>25GeVik 28452 1966
E{>25GeV 24881 N/A
|uj<20 GeV 23367 N/A
pit< 45 GeVi, 70< M##<110 GeVk? N/A 1840
Mass fit region 14740 1697

The event vertex chosen is the one reconstructed by the VT¥uons in theY sample is 5.3Ge\, and that in they

closest inz to the origin of the muon track, and it is required sample is 3.5 Ge\. The distributions of muom; and the

nates. For th& sample, the two muons are required to be1g For comparison, the average of the muons and the
associated either with the same vertex or with vertices W'th”bverage opening angle in tt& sample are 43 Ge¢/ and

5 cm of each other. For th&/ sample, in order to reduce 165°

backgrounds fronZ — .t~ and cosmic rays, events con-
taining any oppositely charged track wiph>10 GeVk and
M, track™>50 GeV/? are rejected. Candida®— w v events
are required to have a muon CTC track with> 25 GeVk
and a neutrino transverse energ§>25GeV. A limit on

respectively.

E. Event selection bias orM

The W— v selection requires muons at all three trigger

improves transverse mass resolution. Candidaten™ u~
events are required to have two muons withy

dependence on the kinematics of the muon; its efficiency
varies by~5% with 7 of the tracks. This variation, however,

>25GeVk. The two muon tracks must be oppositely leads to a negligible variation~2 MeV/c?) on theW mass
charged. This requirement removes no events, indicating th&ince theM+ distribution is approximately invariant under
the background in th& sample is negligible. The transverse p; boosts. The/ mass would be more sensitive to tpe
mass in the region 65M <100 GeVt? and the mass in the dependence of the inefficiency sinkk; is directly related to

region 80<M <100 GeVt? are used for extracting the/

pt. No pt dependence is seen, but the statistical limitation

mass and th& mass, respectively. These mass cuts applpn measuring such a dependence leads to a 15 Meit-
only for mass fits and are absent when we otherwise refer toertainty on thelV— v mass.

the W or Z sample. The finaW sample contains 23367
events, of which 14740 events are in the region<®b;

The muon identification requirements may also introduce
a bias on th&V mass. For example, if thé&/ decays such that

<100 GeVE?. The final Z sample contains 1840 events the muon travels close to the recoil, there is greater opportu-
which are used for modeling the recoil energy againstthe nity for the recoil particles to cause the muon identification
and for derivingpy’, of which 1697 events are in the region to fail. These biases are investigated by tightening the muon
80< M <100 GeVE?. identification requirements and measuring the subsequent
shifts inMy,. The maximum observed shift of 10 MedH is

2.Y, lﬂ—)p."'/.t_ event selection taken as a systematic uncertainty.

Samples of Y(1S,2S,3%—u‘u” events and
#(1S,2S—u" u~ events are used to check the momentum
scale determined by — u* u~ events. The sample extrac-
tion begins with events that pass a level 2 and 3 dimuon

TABLE Il. The number of events in th¥ and ¢ samples after
background subtraction.

trigger with muonp>2 GeVk. The requirement on the Sample No. of events
event vertex is identical to that for the— u* u~ selection. Y(19 12800
Both muons are required to have opposite charges. Y (29 3500
Backgrounds are estimated from the dimuon invariant Y(39 1700
mass distributions in the side-bandsgions outside the Iy 228900
mass peaKks The numbers ofY and ¢ events after back- W29 7600

ground subtraction are listed in Table Il. The averageof
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FIG. 10. (a) Transverse momentum distributions of muons and
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FIG. 11. Results of fit t& mass and momentum resolutiqa)

F. Momentum scale and resolution Invariant mass distribution. The points are the data, and the solid
line is the Monte Carlo simulatiognormalized to the dajawith

best fit.(b) Correlation between the scale factor and the momentum
resolution.

A sample ofZ—u" ™ events is used to determine the
momentum scale by normalizing the reconstruct&d
—utu” mass to the world-average md£$], and to mea-
sure the momentum resolution in the high-region. Since Fitting the invariant mass distribution in the region 80
the muon tracks fronZ decays have curvatures comparable -\ =100 GeVE2 with a fixed T [29] yields
to those for thaV mass determination, the systematic uncer- ~ “* z

tainty from extrapolating the momentum scale from the M;=91.110+0.097 stay = 0.02qsysh GeV/c?, (6)
mass to thaV mass is small. The measurement is limited by
the finite statistics in th& peak. and momentum resolution
TheZ— u™ 1~ Monte Carlo events are generated at vari-
ous values oZ mass with theZ width fixed to the world 8(1/pr)=[0.091+0.004stay]x 10~ (GeVic)™*. (7)

average [29]. The generation program includes thg ) .
—utu~ events and QED radiative effectZ —puuy EQuation(6) results in the momentum scale factor

[31,32, but uses a QCD leading order calculation so that the \ P0G

i Z_ i i z
Z is generated ap7=0. TheZ is then given a transverse 2 - = 1.00085- 0.00106, @)
momentum whose spectrum is extracted from tHe M

—utu” data(see Sec. VI The generated muons are re-

constructed by the detector simulation where CTC wire hitwhich is applied to momenta of muons and electrons. The fit
patterns, measured from the real—ev data, are used to is shown in Fig. 11. The two parameter§(1/pr) and
determine a covariance matrix of the muon track, and théM5°9MSPF, are largely uncorrelated, as shown.

track parameters are smeared according to this matrix. A Table Ill contains a list of the systematic uncertainties on
beam constraint is then performed with the identical procethe Z mass. The largest uncertainty is from the radiative ef-
dure as is used for the real data. The final covariance errdects due to using the incomplete theoretical calculdt&i;
matrix is scaled up by a free parameter to make the beare calculation includes the final state radiation only and has
constraint momentum resolution agree with the data. The@ maximum of one radiated photon. The effect arising from
detector acceptance is modeled according to the nominal gé&ie missing diagrams is evaluated by usingrReTOSpack-
ometry. The simulation includes the effects of the bandwidthage[33] which allows two photon emissions, and by using
limitation of the CMX triggers. Figure 9 illustrates how well the calculation by Bauet al[34] who have recently devel-
the effects of the acceptance and the bandwidth limitation areped a complet®(«) Monte Carlo program which incorpo-
simulated. The mass distribution of the—u*u~ data, rates the initial state QED radiation from the quark lines and
shown in Fig. 11, is then fit to simulated line shapes, wherdhe interference of the initial and final state radiation, and
the inputZ mass and the scale parameter to the covariancecludes a correct treatment of the final state soft and virtual
matrix (or the momentum resolutigrare allowed to vary. photonic corrections. When theHoTOS package is used in
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TABLE Ill. Summary of uncertainties in measuring tdemass. TABLE IV. Measured masses of tHé and ¢ resonances with
the momentum scale correction.

Uncertainty onM %

Effect (MeV/c?) Resonance Mass (Mew?)

Statistics 97 Y(19 9464.3+0.7(sta) = 1.6(sysh+=10.1(scale
Radiative corrections 20 Y (29 10028.1+ 2. 1(sta) +=1.6(sysh+=10.7(scalg
Fitting negligible Y(39 10358.9+ 3.6(stah = 1.6(sysh+11.Qscale
Parton distribution functions negligible Jl 3098.4+0.1(stah+1.1(sysh+3.3(scale

p% spectrum negligible W29 3687.6- 0.5(stah+1.1(sysh+3.9(scale

Detector acceptance, triggers negligible

Total 100

added to smear track parameters for 8% of the Monte Carlo
events. The change i, is negligible.

the simulation instead, the change in thenass is less than

10 MeV/c?. The effect of the initial state radiation and the G. Checks of momentum scale

initial and final state interference is estimated to be The momentum scale is checked usigg@ndY masses,

10 MeV/c?[34]. To be conservative these changes are addedxtracted by fitting the dimuon invariant mass distributions

linearly and 20 MeVé? is thus included in the systematic to simulated lineshapes which include QED radiative pro-

uncertainty. The choice of parton distribution functions andcesses and backgrounds as shown in Fig. 12. The muon mo-

that of thep% spectrum contribute negligible uncertainties. menta are corrected by the momentum scale factor shown in
A number of checks are performed to ensure that thes&g. (8). The measured masses are summarized in Table IV.

results are robust and unbiased. The masses and resolutiofable V compares the measured masses with the world-

at low and highn are measured to be consistent. The resoaverage values. Within the momentum scale uncertainty, the

lution is cross-checked using the/p distribution in W agreement is very good.

—ev events, which is sensitive to the combinEdand p A list of the systematic uncertainties on theand Y

resolution(see Sec. IV F and Fig. 19Consistent results are masses is given in Table VI. The entries in the table are

found when much simpler techniques are used, that is, condescribed below.

paring the mearM,, in the interval 86—96 Ge\¢?, be- Muon energy lossThe momentum of each muon is cor-

tween the data and the Monte Carlo simulation or fitting therected for energy loss in the material traversed by the muon

invariant mass distribution with a Gaussian distribution. Toas described in Sec. lll A 2. Uncertainties in the energy loss

address mismeasured tracks, a second Gaussian term cgme from uncertainty in the total radiation length measure-

ment and in material type. The measurédand s masses

vary by 0.8 MeVt? and 0.3 MeVt?, respectively, when the

«
k3 1400

> 12005_(:31) T = utu average radiation length is changed by its uncertainty. Un-
= o certainty due to material type is estimated to be 0.6 M&V/
S 1000 = per muon track. This leads to 1.1 Med#/ uncertainty in the
& 800 Y mass and 0.5 Me\¢? uncertainty in they mass. There is
g 600 | a 0.8 MeVk? variation in the observegr mass, which is not

understood, when the mass is plotted as a function of the
radiation length traversed. No statistically significant depen-

400
200

| T‘(1S)‘ | : IT(3§ - | dence 0.7 MeV/c?) on the total radiation length is ob-
0 o2 o4 96 98 10 102 104 106 108 served in thé¥ mass. These variations of 0.7 M&¥?/in My
M, (GeV/ch and 0.8 MeVE? in M » are taken as systematic uncertainties.
o~ 7000 ~ =
§ FD) /Yy —> wu § 180 (¢) , TABLE V. Measured masses of thé and ¢ resonances with
2 6000 £ 2 1600 £ the momentum scale correction are compared to the world averages.
= 5000 o 10 E The second uncertainty in the last column is the momentum scale
2 4000 £ P uncertainty, and the first uncertainty includes the statistical and the
§ : § 1000 other systematic uncertainties.
5 3000 & B 800 [ttt
2000 & 600 | . - World- PDG
E 3 25) —> orld-average mashl
1000 £ 228 3 v(23) KK Resonance (MeV/c?) M CPF/MPPC— 1 (%)
0TI LS pfbudin b o L Y(19 9460.4+0.2 0.041+0.018+0.106
2 2
M,,, - M, PG (MeV/c?) M, - M, 55 PP6 (MeV/c?) Y (29 10023.36:0.31 0.048-0.026+0.106
Y(39 10355.3:0.5 0.035-0.038+0.106
FIG. 12. The measured dimuon mass spectra neangh& NIRY; 3096.88-0.04 0.05@-0.035+0.106
masses(b) J/¢ mass, andc) (25 mass. The curves are the best W29 3686.0G-0.09 0.042-0.033+0.106

fits of line shapes from the Monte Carlo simulation.
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TABLE VI. Systematic uncertainties il and ¢ mass measurements.

Source of uncertainty Uncertainty diy(MeV/c?) Uncertainty onM ,(MeV/ c?)
Muon energy loss 15 1.0
Kinematics 0.4 0.1
Momentum resolution 0.3 0.1
Non-prompt production 0.3
Misalignment 0.2 0.1
Background 0.1 0.1
Time variation

QED radiative effects 0.4 0.2
Fitting procedure, window

Total 1.6 11

Adding the uncertainties described above in quadrature, thkigh occupancy in the CTC at high instantaneous luminosity
total uncertainty is 1.5Me\? in My and 1.0MeVt? in  during the latter portion of the data-taking period.
M. QED radiative effectsThe Monte Carlo program includes
Kinematics Variation of thepy and p distributions al- final state QED radigtion from muons. Thezsystematic uncer-
lowed by the data ang# cuts results in uncertainties of tainties of 0.4MeVE”in My and 0.2MeVE® in M, repre-
0.4MeVic? and 0.1 MeVE? in My andM ,, respectively sent missing diagrams su_ch as two photon emission and the
" Momentum res.olutionVariatio; of thewr;]omentum reso. Interference between the initial and final state radiation.
lution allowed by the data results in uncertainties of Fitting procedure, windowConsistent results are found
0.3MeV/c? and 0.1 MeVE? in My andM . respectively when fitting windows are varied or much simpler fitting tech-
. . Y el .

X , niques are used, that is, comparing the mé&&p and M,
Non-prompt productionAbout 20% of /s come from and comparing the fit results with Gaussian plus linear dis-

primary vertex. The measuratipeak may be shifted by the &ributions between the data and the Monte Carlo simulation.

application of the beam constraint. The difference in ¢the _ _
mass between a fit using the beam constraint and a fit using H. Momentum nonlinearity
a constraint that the two muons originate from the same ver- The averagep; for Z decay muons is about 4.5 Gay/
tex point is 0.3 MeV¢?2. This difference is taken as an un- higher than that fowW decay muons. Since the momentum is
certainty. calibrated with theZ mass, any nonlinearity in the momen-
Misalignment The CTC alignment eliminates most of the tum measurement would translate into an incorrect momen-
effects. The residual effects are measured poyand W  tum scale for th&V mass measurement. The momentum non-
samples and are removed by corrections as described in Séinearity is studied using measured masses from a wide range
[Il B. The corrections and corresponding mass shiftdop ~ of curvatures—the CTC does not directly measure momen-
are summarized in Table VII. The overall effects of tum, but curvature, which is proportional top}/. The cur-
0.17MeV/? in My and less than 0.1Me¥¢ in M, are  vature ranges from 0.1 to 0.5 (Gey/ * in the J/y data,
taken as a systematic uncertainty. from 0.1 to 0.3 (GeV¢) ! in the Y(19) data, and 0.02 to
Background The backgrounds in th¥ and ¢ mass peak 0.04 (GeVE) ! in the Z data. Figure 14 shows the ratio of
regions are estimated by fitting the invariant mass distributhe measured mass to the world-average value as a function
tions in the sideband regiorfeegions away from the peaks of the average curvature of two muons from these data. The
with quadratic, linear and exponential distributions. Theratios are flat and all are well within statistical uncertainty of
backgrounds are included in the templates used to fit théhe ratio from theZ data. Since the curvature difference
masses. By varying the background shalde, changes by 0.003 (GeVt) ! between theW and Z muons is much
less than 0.1 MeW? andM+y changes by 0.1 Me\¢?. smaller than the range of curvature available ingh®&’, and
Time variation As shown in Fig. 13, there is no indica- Z data, the nonlinearity effect in extrapolating from tHe
tion of a time variation in the measured mass over the datamuon momentum to th&/ muon momentum is estimated to
taking period, even though the resolution worsens due the negligible.

TABLE VII. Systematic uncertainties i and ¢y mass measurements.

Source Correction formula AMy(MeV/c?)
B-field direction |C|—|C|[1—0.0017 co®¥sin(¢py—1.9)] +0.01
¢, dependence C—C—0.00031 singyy—3.0) -0.24
cot 6 dependence Cc@—1.0004 co® +0.40
Total correction +0.17
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( — ) Data Taking Time . 7
% 70; ‘ e T(15)
s 6s5E o(My) vs Time N T(ZS)
> eob 0.999 - o J/y
= . a (25)
E + + + + + + L | | |
0F } ! ' 0 0.1 0.2 0.3 0.4 0.5
45t + ! + <1/pp> (GeVicy'
40;‘ FIG. 14. The ratio of the measured mass to the world-average
35F value as a function of the average curvature or inverse momentum
305............................. for the Z, Y, and ¢ data.

( — ) Data Taking Time . .
adjusting the reconstructed massZn-e™ e~ decays to the

FIG. 13. Variation of the measuréd1S) mass(top) and width ~ world-average value of thé mass. The electron resolution is
(bottom) as a function of time. The left side of the plot correspondsmeasured from the width of th& mass distribution. The
to January 1994 and the right side of the plot to July 1908,y is  electron energy scale determined by using Efp distribu-
difference between the measured mass for a given time period artibn is discussed. A small calorimeter nonlinearity is ob-
the mass using all the data. served, and a correction is applied to the electron energy for

the W mass measurement.
. Summary

The muon momentum scale is determined by normalizing A. Electron reconstruction
the measured mass to the world-average mass. The scale in The scintillation light for each tower in the CEM is

the data needs to be corrected by a factor of 1.0008¢je\ed by two phototubes, viewing light collected on each
+0.00106, the accuracy of which is limited by the finite 5,imythal side. The geometric mean of the two phototube
statistics in theZ peak. When the momentum scale is varied harges, multiplied by an initial calibration, gives the tower

over its uncertainty in the simulation, the measuminass  energy. For electron candidates, the clustering algorithm
changes by-85MeV/c®. The scale is cross-checked By, fings a CEM “seed” tower with transverse energy above 5
and My. The momentum resolutions(1/pr)=(0.091 = Gey. The seed tower and the two adjacent towers in pseu-
*+0.004)<10°"(GeVrc) ", is measured from the width of gorapidity form a cluster. One adjacent tower is not included
theZ—p "~ peakin the same data set. Lepton momenta in it lies on the opposite side of the=0 boundary from the
the Monte Carlo events are smeared according to this resQge(d tower. The totdE, in the hadronic towers just behind
lution. When the momentum resolution is varied over itSthe CEM cluster must be less than 12.5% of the CEM cluster
uncertainty in the simulation, the measuldtimass changes g The initial estimate of the electron energy is taken as the
by 20 MeV/c?. Systematic uncertainties due to the triggerssym of the thredor two) CEM tower energies in the cluster.

and the muon identification requirements are estimated t0 bghere must be at least one CTC track that points to the CEM

2 2 :
15MeV/c” and 10 MeVE?, respectively. cluster. The electron direction, used in the calculationg-of
and the invariant mass, is defined by the highgstrack.
IV. ELECTRON MEASUREMENT The W and Z electron samples are further purified with ad-

This section begins with a description of the algorithmdmonal cuts as discussed below in Sec. IV C.

that associates calorimeter tower responses with electron en-
ergy. It then describes the CEM relative calibration proce-
dure to correct for nonuniformity of the calorimeter response To improve the CEM resolution, corrections are applied
and time dependence. We discuss the selection criteria @r known variations in response of the towers, dependence
identify electrons and the criteria to select ¥#e—ev and  on shower position within the tower, and time variations
Z—e"e” candidates. The electron energy scale is set byver the course of the data-taking period. For the present

B. Uniformity corrections
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measurement, the nominal uniformity correctiétest beam ~ Zys00F ~ 7 7 T 7 T 7 T ' RN

are refined using two data sets—thi¢ electrons and the < | 1“";;8 0039 @ :
high-statistics inclusive electron dataset. The reference foif2®F=" 1036 0030 E
""""" 0.975 0.026

correcting the electron energy is the track momentum as2i500F
measured by the CTC. Uniformity is achieved by adjusting
the tower energy responggain) until the mearE/p is flat as s
a function of time andp, and agrees with the Monte Carlo ~ 500F

1000 [

simulation as a functidhof 7. Eo e e e ]
The first step uses the inclusive electron data to set the bs Toss 09 095 1105 LI L5 12

individual tower gains. Tower gains are determined in four Correction Factor

time periods. The time boundaries correspond to naturaZ 388; " s | ' ' S (B) E

breaks such as extended shutdowns or changes in acceleral% 700 E
conditions, so the statistics for each time period are not theg 600 E
same. The mean numbers of events per tower are 190, 1963 500
750, and 600, respectively, for the four time periods. These 400¢
correspond to statistical precisions on the tower gain deter 2005:
mination of =0.64%, =0.64%, =0.33%, and*0.38%, re- 100 E ) ;
spectively. % =T, 1 - : : 3
Having determined the individual tower gains, long-term 8085 09 095 1 Lo LD LIS 12
drifts within each time period are measured by fitting to a Efp

line based on run numbétypically a run lasts about 12)h FIG. 15. (a) Spatial and temporal energy correction factors on

These corrections remove aging effects or seasonal temperi@e W electrons. The dotted curve shows the spatial corrections

ture variations, but are insensitive to short term variationsnly, the dashed curve the temporal corrections only, and the solid

such as thermal effects caused by an access to the detectorciirve the product of the twdb) The E/p distributions of thew

the collision hall. electrons after the respective corrections. The squares show the data
The next step uses th& sample to update the mapping before any corrections are applied. The improvement in the resolu-

corrections which describe the variation in response acrosson after correction is apparent.

the face of the towers. The strip chamber determines the ) o

local x (azimutha] and z (polan coordinates within the reduce the RMS width of thé/p distribution from 0.0578 to

wedge, where- 24<x<24cm is measured from the tower 0-0497.

center and-240<z<240 cm from the detector center. The

(E/p) distribution as a function of is fitted to a quadratic C. Event selection:W—ev,Z—e*e”

function, which corrects primarily for nonexponential attenu-  Thew-_er andZ—e*e— selection criteria are chosen to

ation in the scintillator of the light seen by the two photo- yroquce datasets with low background and well-measured

tubes. Towery-dependent corrections are also made as @ectron energy and momentum. They are identical to those

funquon _ofz. The.statlsucal uncertainty in the mapping cor- to; the Z—u*u~ and W—puv datasets except for the

rections is 0.2% inx and 0.13% inz. _ charged lepton identification and the criteria of removihg
Finally a very small correction takes into account a sys-_, o+~ events from thaV— ev candidate sample. The cuts

tematic difference of the “underlying event” in the inclusive 54 nymber of surviving events are shown in Table VIl and

electron andW datasets. The underlying event consists Ofie glectron criteria and tHé removal criteria are described

two components—one due to additional interactions within, atail below. The samples begin with 10848&andidate

the same beam crossifigultiple interactionsand the other  oyents and 19527 candidates events that pass one of two

due to the remnants of the protons and antiprotons that alBvel-3W or Z triggers, and have an “uncorrected” electro-

involve_d in the inclusive ohN_eIe_ctron prodL_Jction. It over- magnetic cluster wittfE;>20GeV and an associated track
laps with the electron, contributing approximately 90 MeV ,:p pr>13 GeVk.

on average to the electrds;. Because of the difference in

Er between the inclusive electrongHy)~10GeV) and the g5 This requirement primarily removes EM clusters which
W electrons (E1)~38 GeV), their underlying ener n ; ; ;

/ electrons (Ey)~38GeV), their underlying energy con- qgyerjap with uninstrumented regions of the detector. To
tribution is proportionately different. This difference varies 4 /5iq azimuthal crackdy| is required to be less than 18 cm,
with the instantaneous luminosity, which is strongly corre-;n4 to avoid the crack between the 0 andz<0 halves of
lated with time. , , the detector|Z is required to be greater than 12 cm. The

All of the corrections applied to th&V electrons are yansverse EM energy is required to be greater than 25 GeV,
shown in Fig. 15. The mean tgmporal correctlonﬂs.Q% and to have an associated track with>15GeVk. The
and the mean mapping correction-i2.5%. The corrections .4k must pass through all eight superlayers of the CTC,
which improves the electron purity and limits the occurence
of very hard bremsstrahlung. No other track with

5The material traversed by electrons increases with polar angle, se 1 GeV/c associated with the nominal vertex may point at

(E/p) increases with7. the electron towers. This criterion reduces the QCD dijet

Candidate electrons are required to be in the fiducial re-
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TABLE VIII. Effect of selection cuts.

E 1200 [~ (a) E e E
W events Zevents I .0k 3T 00| .
Criterion after cut after cut > F 1% sobE B
= 800 - 1 s E ]
Initial sample 108455 19527 2 oF 35 ewl E
Z vertex requirement 101103 16724 Ir ] ]
Fiducial requirements 74475 9493 400 1 F E
Tracks through all CTC superlayers 71877 8613 200 4 200 =
E$>25GeV 67007 6687 o Bt T obri Lty ol
E_;|;_> 25 GeV 55960 N/A 30 40 50 60 30 40 50 60
|u|<20 GeV 46910 N/A Epe (GeV) Ep (GeV)
PS>15GeV 45962 5257 > ygggf T T T T T
Nyacksin the electron towers1 43219 1670 O 600 £ (© 3
Me yac< 1 GEV 43198 NZ N 3
Not a Z candidate 42588 N/A € 1200 =
Opposite sign N/A 1652 5 1000 F 3
Mass fit region 30115 1559 800 | E
600 |- E
400 =
background in th&V sample. It also has the effect of remov- 2025, Ll LN T
ing theW andZ events which have secondary tracks associ- 0 20 40 60 80 100 120 140
ated with the decay electrons. These secondary tracks ca.. Mgev(GeVic)

rﬁsult fr:om thde Conlver5|c:n of h_?:d brekmsfstrahlﬁng pf;ottl)n_s Of FiG. 16. Kinematic quantities from the find/—ev sample E+
through accidental overlap with tracks from the underlyingisyipytions of(a) electrons andb) neutrinos. The dashed curves
event. Both of these sources are included in the simulatioryhgw the events in 65M <100 GeV, the fit region for thav
Events are rejected when another track has an invariant magsass measurementt) Transverse mass distribution. The arrows

below 1 GeV when combined with the electron cluster. indicate the region used in th& mass fit.
A Z—e'e” event can fake &/—ev event if one of the
electrons passes through a crack in the calorimeter. Most of >
. : : OE; (13.5%)
these electrons are in the tracking volume. An event is con- — =\ ——— + &2, (9)
sidered to be & candidate if there is a second track with Er Er

pt>10 GeVk which has opposite sign to the electron track . _ .
and points at either th@=90° or #=30° crack, or is ex- Where all energies are in GeV, the stochastic term 13.5% was

trapolated to|x|>21cm in the strip chambeZ candidate ~Measured in the test beam, and the constantludes such

events are removed from thésample. For th& sample, the ~ effects as shower leakage and residuals from the uniformity
two electron tracks are required to have opposite sign. Theorrections discussed in Sec. IVB. The parametes al-
selection criteria described above are properly included inowed to vary in theZ mass fit. The other variable parameter
the Monte Carlo simulatiof28]. The transverse mass in the in fitting the Monte Carlo events to the data is a scale factor,
region 65< M;<100 GeVk? and the invariant mass in the Se-

region 76<M <110 GeVLt? are used for extracting the/ For the fit, a binned maximum likelihood technique is
mass and th& mass, respectively. These transverse and intsed where the data and Monte Carlo events Ny are
variant mass cuts app|y On|y for mass fits and are abserﬁiVided into 1 GeV£? bins for the interval 70—110 GeV?.
when we otherwise refer to th& or Z sample. The finalw ~ The results are

sample contains 42588 events, of which 30115 are in the

region 65<M;<100GeVkt?. The finalZ sample contains _ ;DG_
1652 events, of which 1559 are in the region<ad Se(2)= MgDF_l'OOOOt 0.0009 (10
<110 GeVk2. TheE$, E¥, andM after all cuts are shown
in Fig. 16 for theW sample. and
D. Electron energy scale and resolution xk=(1.53+0.27)%, (12)

All calibrations described above Sec. IVB are relative
corrections designed to improve uniformity. The energywhere the uncertainties come from tHestatistics. The fit
scale is extracted from the reconstruction of mass. The results are shown in Fig. 17. The two parameters are largely
Z Monte Carlo events are generated in the manner describathcorrelated. The value @& is equal to 1 by construction;
in Sec. IlIF. The Monte Carlo events are then processethe initial value ofSg was not 1, but we iterated the fit with
through the detector simulation where the electron energy ithe scale factor applied to the energy until the final scale
smeared according to the resolution factor becomes 1.
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(b) 26 FIG. 18. Left: TheEy distributions of electrons froiV and Z
2r decays. Right: Residual of data and Monte Carlo fiElp versus
electronE; for the W andZ samples. The solid line is a linear fit
with x2/DOF=1.4. When the slope is forced to be zero, the
15 x%/DOF increases to 2.2. The arrows represent the aveétagel-
ues of the electrons for th&/ andZ samples.
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The slopeg, could arise from several sources: energy loss in
the material of the solendoid, scintillator response versus

FIG. 17. Results of fit taz mass and energy resolutiote) ghower depth, or shower leakage into the hadronic part of the

Invariant mass distribution. The points are the data, and the soli lorimet Th lity of thg/ le fact f
line is the Monte Carlo simulatiofnormalized to the dajawith calorimeter. € near equality o p scale tactors for

best fit.(b) Correlation between the scale fact@:] and the con- the WandZ famples Iimits. the slope to be less than about
stant term(x) in the resolution function. 0.0004 GeV-. The spread in electroB for each of thew

andZ samples is larger than the difference in the averages, so
he most sensitive measure éfs the variation of the mean
/p between 0.9 and 1.1 for both samples as a function of
& Their Er distributions and the residual§E/p) gata

A number of checks are performed to insure that thes
results are robust and unbiased. For example, 1000 Mon
Carlo subsamples are created where each sample has -
same size as the data, and are used to check that the Iikeﬁ-<E/P>SimU'at,i0“’ are shown in Fig. 18.
hood procedure is unbiased and that statistical uncertainties A linear fit to the E/p residuals fﬁ” the\/\{ and Z data
by the fit are produced correctly. Moreover, compatible reylelds a slope of (1,'910',58)>< 107" GeV™" in (E/p).
sults are found when a much simpler technique is used, th&°ecting the relationship betweedE/p) and the
is, comparing the meall,, in the interval 86—96 Ge\?, ~ Scale  factor — gives ~ a lslope £=—0.00029
between the data and the Monte Carlo events. The Monté 0-00013stad=0.00006sys) GeV ", where the systematic
Carlo events include a 1% QCD background term. If theuncertainty comes frpm backgrounds and the fitting proce-
background term were omitted entirely, the energy scale angure- The electroiy is corrected by
« would change by much less than their statistical uncertain- _ .
ties; we conclude that the uncertainties in the background Er—Er[1~0.00029E,~42.73 GeV] (13

have negligible contribution to the uncertainties in the fithefore the final fit for tha mass. This correction shifts the
results. Finally a Kolmogorov-SmirnaKS) statistic is used  fitted W mass up by (34 17) MeV/c2. The mearE; for the

to quantify how well the Monte Carlo events fit the data. Thez sample is 42.73 GeV, so the energy scale is unchanged at
probability that a statistical fluctuation of the Monte Carlo that point.

parent distribution would produce a worse agreement than
the data is 19%. The likelihood fit is also checked by varying
the parameters in the KS fit to find a maximum probability.
The result isSz=1.0007+0.0010, in good agreement with ~ The momentum scale was set with the> 1™ 1~ mass as
the likelihood method. discussed in Sec. lll, and the energy scale was set with the
Z—e'e” mass as discussed in this section. In principle, the
electron energy scale can be set by transferring the momen-
tum scale from thé'(1s) or J/y— u* u~ mass as done in
The averagee for Z decay electrons is about 4.5 GeV the run IA analysis and equalizirtg/p for data and simula-
higher than those foV decay. Since the energy calibration is tion in W—ewv decays. This technique has great statistical
done with theZ's, any nonlinearity in the energy response power and indeed was the preferred technique in previous
would translate to an incorrect energy scale at\WeThe  CDF publications of th&/ masg4,12]. However, systematic
nonlinearity over a small range &7 can be expressed as effects in tracking electrons are potentially much larger than

F. Check of energy scale and momentum resolution using/p

E. Energy nonlinearity correction
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FIG. 19. Top:E/p distribution for W events(pointg and the two Gaussians describe the overgllp distribution well.
best Monte Carlo fit. The solid histogram is the Monte Carlo fit However, adding the second Gaussian distribution does not
normalized to data, and the points are the data. The fit reproducegignificantly change the derived scale.
the shape very well as indicated by ty&/DOF=0.86. Bottom: TheE/p distribution is fit for an energy scale and tracking
The difference between the data and the best fit simulation. resolution using a binned likelihood method. The method is

similar to the one used to fit th8 mass. The data are col-

for muons due to bremsstrahlung. To accurately simulate eXected in 25 bins for the region G:%E/p<1.1, containing
ternal bremsstrahlung effedt30], the Monte Carlo program 22112 events as shown in Fig. 19. The log likelihood is
includes the magnitude and distribution of the matefsgle = maximized with respect t&: and the momentum resolution
Sec. Il A) traversed by electrons from the interaction regionsimultaneously. The energy scale factor is found to be
through the tracking volume, propagation of the secondary
electrons and photorfsand a procedure handling the bias on Se(E/p)=0.99633-0.00040 (stap +0.00024 <)
the beam constrair)ed momentum which is introduced +0.00035X,)+0.00018p; scale,
through the nonzero impact parameters of electrons that have
un(_dr((e)r%tt)r:g ?ggrglsst:ja:gtlﬁggﬁ]on (see Fig. 19to determine where 0.00024 comes from the uncertainty in the calorimeter

the energy scale, the width of tH&p distribution needs to resolution, 0.00035 from the uncertainty in the radiation
be understood. It has a contribution from both Eheesolu- 'eﬂgth_ measurement, and 0'000;8 comes from the uncer-
tion and thep resolution. At theW electron energies, the tainty in the momentum scale which for this purpose is de-
resolution dominates. When tlig p distribution is fit to de- termined by _th_eY(ls) m_eas_uremen(see Sec. lllG The
termine the energy scale, tHe resolution is fixed to the resu]t of t_he fitis shown.ln Fig. 19. When we account for the
value determined by th& data, and the b resolution is nonlinearity of the calorimeter energy betweedecay elec-
allowed to vary. As can be se,en from Fig. 20, B dis- trons andW decay electrons as described in Sec. IVE, the
tribution agrees well with the resolution values determineoScale factor becomes

solely from thez— u* = data. However, there is an excess

at the lowE/p tail region. Studies of the transverse mass for Se(E/p)=0.9948G=0.0004Qstah +0.00024 «)

data events in this region show that the tail is due to mis- +0.0003%X)+ 0.0001 |

measured tracks in re# events. To account for this excess, - §X0) =0, Bpr scalg

the track parameters are smeared according to a second, +0.00075 (CEM nonlinearity. (14
wider Gaussian term for 8% of the Monte Carlo events. The

It is in poor agreemen(3.90 discrepant with the energy
scale determined from th@masq Eq. (10)]. When this scale
"The photons are treated in the same manner as the electrons fiactor is applied to the data, th& mass is measured to be
the calorimeter simulation. 0.52% lower than the world-average value.
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The E/p distribution for theZ sample is also used to ®

extractSg. The result is 015
— > Total

Se(E/p)=0.99720- 0.00130stap + 0.00024 «)
+0.00035X,) +0.00018p; scald. (15)

6l W-o1tv—evvy

The systematic uncertainties with respect{dX,, and mo- 0.05
mentum scale are common for thé and Z samples. The > QCD
difference between this scale value and the scale fronZ the ‘ e > Ze(e)
mass is 2.6. When both theN andZ events are combined, 90 100 110 120
the discrepancy is 58 Transverse Mass (GeV)
The disagreement between the energy scale determined
from theZ mass[Eq. (10)] with that determined by thE/p
distribution [Egs. (14) and (15)] is significant; therefore it

would be incorrect to average the two. Moreover, the two Total
techniques applied to theésample use the same energy mea-
surements, thus hinting at a systematic problem between the ARSI

tracking for muons and that for electrons, or a systematic
difference between the actual tracking and the tracking simu-
lation. Another possibility is an incomplete modeling of the

W = 1v = puvvy

. . . a= CD
calorimeter response to bremsstrahlung in the tracking vol- £ fﬂf%\ 3&%‘4‘ ?,_.__‘%‘E(‘osmics
ume. Appendix A describes some possible causes. 50 60 70 80 90 100 110 120
As a result of this disagreement, we choose to use conser- Transverse Mass (GeV)

vative methods for both the electron energy and muon mo- ) )
mentum scale determination. We use fhe e e~ mass in- FIG. 21. The fractiong%) of backgrounds as a function of
stead of theE/p distribution to set the electron energy scaletr"’msverse mass distribution for thé—ev samplg(top) and the

. L - . : - W—uv sample (bottom). The smallest contributorW— 7v
since this is a direct calibration of the calorimeter measure- | 1 ons b is not shown in this figure
ment without reference to tracking or details of the brems- ' ’
strahlung process. Although statistically much less precise,

we use th&— u* u~ mass instead of tHe(1s) or J/  mass verse mass thaw— | v decay, and, if not accounted for, will
to set the muéltl rﬁomentum scale lower the fitted mass. All the background distributions as

shown in Fig. 21 are included in the simulation.

G. Summary

. . . A. W—er backgrounds
The electron energy scale is determined by normalizing

the measure—e*e~ mass to the world-average mass. FewW— rv—evvv events pass the kinematic cuts since
The measurement is limited by the finite statistics in Zhe the electrorEy, the total neutringE+|, andM+ are substan-
peak which gives the uncertainty of 72 Me?/on M,,. A  tially lower than those in theW—ev decay. W—r7v
small nonlinearity is observed, resulting iAM,,=(34 —€vvveventsare estimated to be 0.8%/@f-ev events in
+17) MeV/c2. Adding these uncertainties in quadrature, thethe W mass fitting region. This is the largest background in
total uncertainty orM,, due to the energy scale determina- the W—ev sample, and is also the easiest to simulate. We
tion is 75 MeVk?. The energy resolution is measured from have also simulated th&— 7» background where thede-
the width of the Z—e*e™ peak in the same dataset: cays hadronically. We expect it to be (0.658.005)% of
oEr/Er=(13.5% B+ (1.53% 0.27)%. When the elec- the W sample. AfterZ removal cuts, very few—e'e”
tron energy resolution is varied over this allowed range in€Vents can mimidV—ev events. The Monte Carlo simula-
the simulation, the measuredV mass changes by tion predicts (0.0730.011)% of thew sample in the mass
25 MeV/c2. fitting region to originate fronz—e*e™.
Dijet events can pass thW selection cuts if one of the jets
mimics an electron and the other is mismeasured, creating
V. BACKGROUNDS E;. Such events are refered to as “QCD” background. The
Backgrounds in th&V samples come from the following QCD background is estimated by selecting QCD candidates

processes: from the W sample withoutM; and |u| cuts and plotting
(1) W= rv—lvvy distributions of|u| and Mt as shown in Fig. 22a detailed

W— rv— hadrons- vv description can be found in Rg28]). The number of QCD
(2) Z— 171~ where the second charged lepton is not detecte@vents predicted in the signal region “Region A8ee the
(3) Dijets (QCD) where jets mimic leptons top figure is given by

(4) cosmic rays
Contributions fromZ—7*7~, W"W~, andtt are negli-
gible. In general, backgrounds have a lower average trans-

N ) _ NRegion A (QCD) <N )
Region a(W)_NRegion B (QCD) Region B (W)
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=249+108,

from which we find 11956 events or (0.360.17)% of the
W events are in th&V mass fitting region. The kinematical
distributions of the QCD events are derived from the
—ev sample with inverted electron quality cuts.

B. W—uw» backgrounds

The largest background in thé&/— v sample comes
from theZ— u ™ ™ process with one of the muons exiting at
low polar angle(outside of the CTC volumewhich mimics

PH¥BICAL REVIEW D 64 052001

TABLE IX. Backgrounds in thaV—ev andW— v sample in
the mass fitting region.

Background source W—ev sample  W— uv sample

W—rv—lvvy 0.8% 0.8%
W— rv— hadrons- vv (0.054+0.005)%

LostZ— Il (0.073£0.011)% (3.6:0.5)%
QCD (0.36£0.17)% (0.4-0.2)%
Cosmic rays (0.1 0.05)%
Total (1.29-0.17)% (4.9:0.54)%

mic ray events corresponds to (0:0.05)% of theW
sample.

C. Summary

Table IX summarizes the fraction of the background
events in thaV samples in the mass fitting region. The total
backgrounds in th&V—ev and W— wv fit region are ex-
pected to be (1.290.17)% and (4.960.54)%, respec-
tively. Adding the backgrounds in the simulation leads to
shifts of (80+5) MeV/c? and (170-25) MeV/c? in the W
—ev andW— uv mass measurements, respectively.

VI. W PRODUCTION AND DECAY MODEL

We use a Monte Carlo program to gener&@lteevents
according to a relativistic Breit-Wigner distribution and a
leading-order p¥’=0) model of quark-antiquark annihila-
tion. The distribution in momentum of the quarks is based on
the Martin-Roberts-Stirling set RAMRS-R2 parton distri-
bution functions(PDF9 [35]. The generatedV is Lorentz-
boosted, in the center-of-mass frame of the quark-antiquark
pair, with a transverse momentum‘?’. The p\TN spectrum is
derived from theZ—e*e™ andZ—u™ u~ data and a theo-
retical prediction for the ratio o andW p; spectra which is
differential in the rapidity of the vector boson. The Monte
Carlo program also includes QED radiative effef@4].

a neutrino in the calorimeters. The simulation predicts this

background to be (3:60.5)%. The uncertainty in the back-

A. Parton distribution functions

ground estimate comes from two sources: the uncertainty in

the measured tracking efficiency at largeand the choice of
parton distribution functions.

The second largest background comes from\the: v
process where— uvvv, which is 0.8% of thew sample.
The W— rv background where the decays hadronically is

The uncertainty associated with PDFs is evaluated by
varying the choice of PDF sets and by parametric modifica-
tions of PDFs. Figure 23 shows the CDF data on ‘e
lepton charge asymmetf6] which is sensitive to the ratio
of d to u quark densitiesd/u) at a given parton momentum

negligible. Background from QCD is estimated by using thefraction, x. Of all modern PDFs, the two giving the best

data in a similar manner to the electron case. Wie> pv
sample is estimated to contain (€.0.2)% of its events

agreement, MRS-Thorn®RST) [37] and CTEQ-538], are
shown® Unfortunately the agreement even with these PDFs

from the QCD process. Cosmic rays can appear as two 065 barely satisfactory. Hence we follow Ré#f0] in making

positely charged back-to-back tracks ¢gnwhen they cross
the detector in time witfpp collisions. Most of them are
removed by thaV— pv selection criteria such as there-

moval cut or|Dy|<0.2cm(see Sec. Il ¢ The number of

parametric modifications to the MRS family of PDFs. These
modifications with retuned parameters are listed in Table X
and their predictions are compared to Melepton charge

cosmic rays remaining in the final sample is estimated by

using events which fajlD | <0.2 cm criteria, but which pass

8predictedW charge asymmetries are calculated with H&AD

all the other selection criteria. The expected number of cosaext-leading ordefNLO) W production prograni39].
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FIG. 24. (a) The CDF measurement of th& lepton charge
asymmetry compared with the six reference PDFs. The upper and

measurement uses events at mw where the theoretical 'ower dotted curves are MRS-R2 and MRS-R2 modified, the upper
and lower dashed curves are MRS-R1 modified and MRS-R1, and

ce\}culatlons are not reliable. It would pe difficult to ex_tract the upper and lower solid curves ig|<1 are MRS-T and MRS-T
pr from the W data because the neutrino momentum is I’]Otmodified, respectively(b) The NMC d/u data evolved toQ?

well measured. However one can mogk| through a mea-  _ M2,. The gray bands represent the range spanned by the six ref-
surement op%, which can be measured accurately using thésrence PDFs.

charged leptons from th2 decays. Theoretical calculations
predict the cross-section ratio Wf's andZ's as a function of
ps with small uncertainty since the production mechanism

are similar[42]. The measurement gff is combined with of interest. Effects from the large ratiop~0 is very small

the theoretical calculations of the ratio to derip§ . This sincedo/d(py)—0 aspr—0. The variation of the ratio is

procedure is appllgd sepa}rat.ely.to the muon gnd ?leCtrogtudied by varying PDFs and nonperturbative parameters in
samples, so the derlveﬂ’ distributions are essentially inde-

dent althouah tib| the resummed calculations, and by calculating it in two dif-
per|1: en ahzoug Clompi' et.' | f for thEp. distri ferent resummed schemes, one in impact parameter space

_or eachz samp'e, a functional form tor th&pr distri- 43] and the other inpy space[44]. There is a rapidity
bution is assumed for input to a Monte Carlo generator. Th boson (ependence to they distribution, illustrated in Figs.

lepton response is modeled according to detector resplutlo 6 (d) and(e). This rapidity dependence is taken into account
and acceptance. The parameters of the assumed functions ar

fit to give agreement with the observép distributions. Whien Pr 1S denve_d from_pT. As |n_d|_cated in Fig. 26, the_
The observed p, distributions are shown in Fig. 25 and are range of the possible ratio and rapidity dependence variation

. . . i - is about 2%.
compared with the simulation which uses the best fit param- o
P P The extractegy’ distribution for the muon channel at the

eters for the inpupr distribution. generation level is shown in Fig. 2b). The shaded band

Resummed calculationg}3,44] are used for correcting . W distributi
the difference between th& andZ p; distributions, in terms repr(?sents the tqtal uncertainty on ; @stnbgtpn. The
dominant uncertainty comes from the finite statistics ofZhe

of the ratio of the wo distributions. As shown in Figs.(26 sample. The theoretical uncertainty in theratio and rapid-

ity dependence is small. The fractional uncertainties on the
py distribution from the statistics and theoretical calcula-
tions are shown in Fig. 27a).

The spectrum ofV transverse momenturpy” , is needed
to simulate the lineshape of transverse mass. Whmass

S(b) and(c), the ratio is between 0.9 and 1.0 over fherange

TABLE X. Reference PDFs and modifications.

PDFs Modification The uncertainty on th&/ mass is evaluated by varying the
MRST d/u—d/ux (1.07-0.07% &) p¥" distribution within the shaded band in Fig. 2&). The
MRS-R2 d/u—d/u+0.11x X (1+x) finite statistics of theZ sample contributes independent un-
MRS-R1 d/u—d/ux (100- 0.04e(12[(x-0090.015%  certainties of 15 MeW? and 20 MeV£? for the W— ev and

W— uv channel. The contribution of the theoretical uncer-
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FIG. 25. The observed p; distributions(pointg for the (a) Z dence, andb) nonperturbative parameter dependence. The ratios in
—ete” and(b) Z—u"u~ sample are compared with the Monte impact parameter space apg space are compared (o). The ratio
Carlo simulation. The solid line ife) shows the best fit parameters of p% at y?=0.3 to p% for (d) 0<y?<0.25, and(e) 0.25<y?
for the inputp? distribution, whereas the shaded bandbihshows ~ <0.5.
the 1o variation of the fit parameters.

o . [31,32. Most photons tend to be collinear with the lepton,
tainty is 3 MeVk*= which is common for the electron and often showering in the same calorimeter towers as the lepton.

muon channel. For the electron channel, these photons are merged with the
electron cluster; for the muon channel, they reduce the muon
C. QCD higher order effects momenta by their energy. Radiative effects from collinear
The W bosons are treated as spin-one particles and dec hottons aretthui_expect(_atcki] t?h bel Iartger In th_e rlnlfjo% qha?hnel.
via the weak interaction into a charged lepteyu or 7) and otons not collinear wi € lepton are Included in the

a neutrino. The charged leptons are produced with an angulgf"lcmat'on ofu (see Fig. 2, and have an effect that is similar

o : . in both the electron and muon channels.
distribution determined by th&(a?) calculation of [45] e o :
which, forW* bosons with a helicity of-1 with respect to Shifts in theW mass due to radiative effects are estimated

the proton direction, has the form to be (—65+20) meVk? and (— 168+ 10) MeV/c? for the
' electron and muon channel, respectively. Uncertainties of the
radiative effects are estimated from uncertainties in the the-
«1+a;(p7)CoShcst ay(pr)cos Ocs, (16) oretical calculation and in the calorimeter response to the
photons. The Berends and Kleiss calculatj@i] does not
wherepy is the transverse momentum of thié and fcs is include aI_I the radia}'give Feynman Qiagrams. For example, it
the polar direction of the charged lepton with respect to th&l0€s not include initial state radiati¢t andu-channel dia-
proton direction in the Collins-Soper franfid6]. a, anda, 9rams and allows a maximum of one photon. The effect
are p; dependent parameters. FoF=0, a,=2 anda,=1 arising from the missing dlagrams_ is evaluated by incorpo-
providing the angular distribution of & boson fully polar-  "ating the PHOTOS package[33] which allows two photon
ized along the proton direction. For tp&' values relevantto  €Missions, and the calculation by Baatral. [34] who have
the W mass analysisp(‘%"<~30), the change WV polariza- r_ecently de_veloped a compl_e(_é_(a) Monte Carlo_ca_llcula-
tion as p¥ increases only causes a modest change in tht|on which incorporates t_he initial state QED radlat_lo_n_ from
angular éistribution of the decay leptoé5]. The uncer- ﬁwe quark Ime_s gnd the mterfer_ence _between the initial and
9 liaibl ' final state radiation as well as including a correct treatment
tainty is negligible. of the final state soft and virtual photonic corrections. The
effects onM, from the former case are less than 10 Me¥//
for the W—ev channel and less than 5 Med# for the W
W,, production and radiativéV decays W—Ilvy) are  — uv channel. The effects oM,y from the latter case are
simulated using the calculation by Berends and Kleisdess than 20MeWw? for the W—er channel and

d cosfcg

D. QED radiative effects
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& 50 TABLE XI. Tower energy thresholds used to reconstnudtoth
s 40 (@ in online and in this analysis.
& 30 Uncertainty from
= 20 Z— pp statistics Online threshold  Analysis threshold
g 10 Calorimeter (GeV) (GeV)
£ 03
g -10 Central EM 0.1 0.1

-20 Central had. 0.1 0.185

-30 mep 1heory Uncertainty Plug EM 0.3 0.15

-40 - (PDFs, o Input py...) Plug had 05 0.445

_ o b b b b b b s b ) : X

>0 5 10 15 20 25 30 35 40 45 Forward EM 0.5 0.2

p¥ (GeV) Forward had. 0.8 0.73
@]
= (b)
s HmE A ppWin W— pv generation leptonE; and the recoil energy (see Fig. 2 This section
5004 describes the reconstruction wf and an empirical model of
= the detector response towhich is implemented in the simu-
g lation. Since theW and Z share a common production
/0.02 mechanism and are close in mass, the recoil model is based
mainly onZ—1*1~ decays.
0 T R T I I T S A R ) - 1 2 . .
0 5 10 15 20 25 30 A. Recoil reconstruction
P (GeV) The recoil vectow is calculated by summing over elec-

tromagnetic and hadronic calorimeter towers within the de-

FIG. 27. (a) The fractional uncertainties qm‘?’ as a function of tector rangd 77|<3 6

p¥". The solid lines show the uncertainty due to hstatistics and
the shaded band the uncertainty due to the theoretical calculations.
(b) The pY distribution extracted from the# distribution and the
theoretical calculations opy/p% for the W— uv mass measure-
ment. The band represents the uncertainties.

u=(Uy,Uy) =ZoperE SiNH(COSH,siNG).

17

Table Xl lists tower thresholds for onlin@evel-3) recon-
struction and this analysis. The thresholds for this analysis

_ 2 L correspond to 5 times the calorimeter noise level.
10 MeVi/c* for theW— pv channel. The uncertainty inthe o0 416 two contributions to the recoil vectar The

calorimeter response to the photons yvell-separated from the contribution is the energy of the initial state gluons ra-
W decay lepton is evaluated by varying the photon eNerY%iated from the quarks that produce theor Z boson. This

threshold, the photon fiducial region, and the photon energgnergy balances the; of the boson. The second is the en-

resolution. The effect is 3 Me\¢? on theW mass. ergy associated with multiple interactions and the remnants
of the protons and antiprotons that are involved in\ther Z
production. The latter energy is referred to as the underlying
The uncertainty associated with PDFs is evaluated bygnergy. It is manifested iR Er, where
varying the choice of PDF sets. It is estimated to be
15MeV/c? which is common to the electron and muon
analyses. The} spectrum is derived from th2—e'e”
andZ— u " u~ data and a theoretical prediction for the ratio
of Z and W p; spectra differential in the rapidity of the
vector boson. The corresponding uncertainty in \enass
is dominated byZ statistics. It is 15MeW? for the W
—ev channel and 20 Me\¢? for the W— v channel. A
common uncertainty of 3 Me\? comes from the theoreti-
cal prediction for the ratio. The uncertainty in tN¢ mass

E. Summary

EET:Sftowerﬁ sin ezztowerﬁT- (18)

The lepton energy should not be included in thealcu-
lation, and thus the towers containing energy deposited by
the lepton are excluded in the sum. This procedure removes
two towers for muons, and two or three towers for electrons.
If the center of the electron shower is more than 10 cm away
from the azimuthal center of the towex(>10cm), there

due to QED radiative effects is estimated to be 20 M&\tH
the W— ev channel, and 10 Me\¢? to theW— w v channel.

VIl. RECOIL MEASUREMENT AND MODEL

The transverse mass distribution used for themass

measurement is reconstructed using Eeof the charged
leptons(described in Secs. Il and IVand the neutrinos. The

will be leakage in the azimuthally adjacent towers which are
also removed. This procedure removes not only the lepton
energy, but also the underlying energy which needs to be
added back to the sum. The underlying energy is estimated
from the energy in calorimeter towers away from the lepton
in the W data. In the muon analysis, this energy is added
back to theu calculation. In the electron analysis, rather than
correctingu, the same amount of energy is removed from the

transverse energy of the neutrino is inferred from the chargetonte Carlo simulation.
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FIG. 28. The fit for the rms of the, andu, distributions asa 20 =
. . .. X Y © (d) o 10 (e)
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For the purposes of modeling the response and resolutior® f Ayt t
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it is natural to defineu in terms of the components, and 0 50 100 150 200 "0 50 100 150 200
u,, antiparallel and perpendicular to the boson direction, re- ZE; (GeV) ZE7 (GeV)
spectively. The avera_ge value of is the average calorim- FIG. 29. TheXE; distributions in 5 differenlp% bins for the
eter response balancing the bogan and the average val_ue Z—p*u data are shown(a) for pZ<5 GeV, (b) for 5<pZ
of u, is expected to be zera,; andu, are parametrized in  _ 4 GeV, (¢) for 10<pZ<20 GeV, (d) for 20<p?<30 GeV, and
the form (e) for 30<pZ<50 GeV.

(ul _(f(pe ’GM)) _

u =l 0 Tl Gyey ) (19 a; and a, are close to 1 and the difference between the
linear term and the quadratic term is within the statistical

whereG, (o) andG,(o,) are Gaussian distributed random uncertainty of theZ sample. The argume®E+ in Egs.(21)

variables of mean zero and widtbs ando,, and the qua- and(22) comes from theX E¢ distributions of thew andZ

dratic functionf (p2°*°) is the response function to the recoil data. TheXE; distributions in varioup bins are shown in

energy. A detailed description can be found in R&8]. Fig. 29. They are nicely fit td' distributions

The resolutionsr; and o, are expected to be dependent
on ZE;. For the minimum bias events which represent the 1200 -+

£ T FrerrrrrrrTrTTT T T T
underlying event in th&/ andZ sample, the resolutior{(sr, ) S £ (@ W—ev ] E 60 - | (b) Z—>ee -
and(oy) are well parametrized with E. A fit to the data, G 2 i 3
as shown in Fig. 28, gives 5800 1% ok E

= L = C |

2600 - 18 f 3

Tmbd S E1)=0.324x (SE1)%577, (200 @ f @ 30F E

400 — — 20 E E

whereo {2 E1) andX E; are calculated in GeV. For th& ok E 105 E
and Z events, a good description of the resolution requires . | | S~ g | ‘ ]
additional parameters which account for its bogpgrdepen- O % w0 10 200 %0 50 w00 __150 200
dence; the initial state gluons balancing the bopgnpro- B (GeV) ZE; (GeV)
duce jets which contribute to the resolution differently than -, s 715 o
the underlying energy. In order to allow this resolution dif- & ¢ © Wopv 1 8%F (d) Z—>up -
ference, the widths are parametrized in the form 2400 o ; E E 100 |~ * { -
oy 1+5,(p§0)? s f0 120 ,

oo Tmbd 2E7) X 1+ 5y p$osor)2 (21 200 - 3 E ﬂ 3

C f ] 40 - -

for the electron channel and 1000 ; 1 0f & s 3
] 1 ]

o aq+ boso T RN . R N T ‘1;'0' 200

U;) = Tnpd SE7) X a;ﬁzggosoa (22 ZE; (GeV) 28y (GeV)

FIG. 30. TheXE+ distributions for(a) the W—ev sample,(b)
for the muon channel, whess, s,, a;, a,, 81, andB; are  the Z—e*e~ sample, (c) the W— uv sample, and(d) the Z
free parameters. Although the two channels use different for- ;. * u~ sample. The solid lines are fits to the functions described
mulas, the fitted functions are consistent with each other—in Eq. (23).
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wherea andb are fit parameters, arlis a linear function of
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FIG. 33. (@ uy, (b) uy, and(c) |u| distributions for theZ
—utu” data. The histograms are the simulation using the recoil
model parameters.

p2°s°" The terma/I'(b) normalizes the distribution. Figure
30 shows theX E+ distributions and fits for th&Z and W
events.

TheZ data provideu,, u,, 3E, and thepy of theZ. The
parameters in Eq€19), (23), (21), and(22) are derived by
fitting to these variables. Figure 31 compa¢as) as a func-
tion of p% from the Z data with the fit functiond (p%) de-
scribed in Eq(19). The validity of a Gaussian parametriza-
tion in Eq. (19) is illustrated in Fig. 32. The paramtrization
of the recoil response model is further cross-checked by dis-
tributions ofu,, u,, and|u|. As shown in Fig. 33, they all
agree well. Theu resolutions in theZ—u*u~ data are
shown as a function op% in Fig. 34, where the data is
compared with the recoil model wittihe solid histograms
and without(the dashed histogramscluding the effect of
gluons against thgV. As expected, the resolution gets worse
in u, as the jet structure of the recoil becomes apparent,
increasing> E+ in the u, direction.

While the Z sample, where the bosqm; is well under-
stood, allows the unfolding of response and resolution\¥he
samples do not allow these effects to be separately under-
stood. However, th&/ samples can be used to optimize the
model parameters for th&/ data while preserving a good
description of theZ data. This is demonstrated in Fig. 35.
The ultimate recoil model includes the| andu, (the com-

in the muon sample, illustrating the adequacy of assuming Gaussigponent ofu perpendicular to the lepton directipdistribu-
resolution(solid lines.

tions from theW data in the fit.
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FIG. 34. o(uy) and o(u,) as a function ofp% for the Z Resolution Scale
—utu” sample. The points are the data, and the solid histograms
are the simulation using the recoil model parameters. The dashed FIG. 35. The muorZ fits separately constrain resolution and
histograms showr,,{S E1), the resolutions of the underlying en- response, as shown by the ellipse, while Welata gives a further
ergy. correlated constraint, as shown by the band. This is obtained from
the Monte Carlo studies.
C. Comparison of data and simulation in theW samples
sense that its form is justified by the data and its parameters

This section compares the data with the simulation whictyetermined from the data. The modeling procedure is applied
uses the best fit parameters of the modeling. Theata are separately to the muon and electron samples, so the uncer-
more naturally described in terms of componemt@andu,  tajnties on than mass due to the recoil model are essentially
of recoil defined with respect to the charged leptonj,gependent. The parametrizations are compatible in the two
direction—the component along the lepton direction and the.nannels.
component perpendicular to the lepton direcfiorespec- The uncertainty on th&/ mass is evaluated by producing
tively (see Fig. 36 The|u| andu, distributions and residuals 5 set of transverse mass templates with the model parameters
are shown in Fig. 37 and Fig. 38. The distribution is  gjjowed within their uncertainties, and fitting to the trans-
shown in Fig. 39. The means far_are consistent with zero  yerse mass distributions of the data and a standard Monte

and the otheu projection numbers are listed in Table XIl. carlo template. It is 37 Me\&? for the electron channel and
The models reproduce the basic characteristics well. 35 MeV/c? for the muon channel.

One can further examine whether or not the model de-
scribes correlations among variables. The distributions;in
are examined in four bins dfu|, shown for the electron
analysis in Fig. 40 and for the muon analysis in Fig. 41. The This section summarizes th mass results. Cross-checks
correlation ofu; and transverse mass is illustrated in Fig. 42which support the results are discussed. The results of the
and the trend ofu,) with azimuthal angle between the lep- two lepton channels are combined with previous CDF mea-
ton andu is shown in Fig. 43. As indicated in these figures, surements. The combined result is compared with other mea-

VIIl. RESULTS AND CONCLUSIONS

the simulation well represents the data. surements and with global fits to all precise electroweak
measurements which predictVd mass as a function of the
D. Uncertanties onM Higgs boson mass.
The uncertainty on the/ mass is evaluated by varying the !

model parameters within their uncertainties. The size of the

parameter uncertainties is taken from tHestatistics and

does not include the reduction produced by including\he

data in the model. For each set of model parameters a set of

transverse mass templates are produced which are fit to the

transverse mass distributions of the data and a standard v
Monte Carlo template. The rms My values obtained from

the fit to the Monte Carlo template is 37 Ma/ for the u;

electron channel and 35 Med for the muon channel.

E. Summary 11”

The detector response to the recoil energy againsitie u
modeled primarily using th&—1*1~ data. Thew data are

used to optimize the model. The model is empirical in the FIG. 36. Kinematics of_leptons_from they de_cay a”.d the trans-
verse energy vector recoiling against the as viewed in the plane

transverse to the antiproton-proton beamss the component af
along the lepton direction ang, the component ofi perpendicular
SWhen|u|<E!, the transverse mass beconé¥'~2E\ +u, to the lepton direction.
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FIG. 37. The(a) |u| and (c) u, distribution distribution for the
W—ev sample. The pointghistogramg are the datdsimulation).

The differences between the data and the simulation are shown i

(b) and (d).

A. Fitting procedure

The W mass is obtained from a binned maximum likeli-
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FIG. 39. (a8 The u, distribution for theW— pv sample. The
points (histogram are the datdsimulation. (b) The difference be-
tween the data and the simulation normalized by the statistical un-
certainty.

analysis, including/V production and decay mechanisms as
described in Sec. VI, the detector acceptance for the charged
leptons from theW decay, the detector responses and reso-
lutions of the leptons as described in Sec. Il and IV, and the
detector response and resolution of the recoil energy against
the W as described in Sec. VII. The Monte Carlo program
generated/ 1 distributions used as templates for discrete val-
ues ofM,y. The width of thew, Iy, is taken as the standard
Model value[47] for that W mass® The transverse mass
distribution templates also include the background contribu-
tions. The mass fit compares the data transverse mass distri-
bution to the templates.

The transverse mass fitting procedure is tested by using

hood fit to the transverse mass spectrum. This spectrum caprge Monte Carlo samples and by generating pseudosamples
not be predicted analytically and must be simulated using @t the size of the data and extracting a mass value for each
Monte Carlo program which produces the shape of the trangjata set. We investigated the bias in the fit and confirmed the

verse mass distribution as a functionMf, . This program

statistical errors returned by the fits. The results are illus-

incorporates all the experimental effects relevant to therated for the muon fit in Fig. 44. No biases are observed in
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FIG. 38. The(a |u| and (c) u, distribution for theW— uv
sample. The point¢histogramy are the datdsimulation. The dif-

ferences between the data and the simulation normalized by thial

statistical uncertainty are shown h) and(d).

the fitting procedure and the fit errors returned by the simu-
lation data sets and the variation in returned mass values are
consistent with the statistical uncertainties of the fits to the
data.

B. The W mass measurement

The fit results yield the measurements of iWemass in
the electron and muon channels. They are

M¢,=80.473- 0.065 stap=0.092sysh GeV/c?
and
M{,=80.465-0.100 (stah+0.103 (sysh GeV/c?.

The negative log likelihood distribution for the muon sample
is shown in Fig. 45 as a function &,y . A similar distribu-

101, is precisely predicted in terms of the masses and coupling
strengths of the gauge bosons. The leptonic partial widgiv
—1v) can be expressed &:M3/6\27(1+ b)) Wheredgy, is the
radiative correction to the Born-level calculation. Dividing the par-
width by the branching ratio, BW—Iv)=1/(3+6[1
+ag(My)/ 7+ O(a?)]), gives the SM prediction foF .
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TABLE XII. Widths and means for recoil response projections > Froy T T T T = 300 T T
F oy /dof=40.1/40 3& [ x /dof=369/4

T

for data and simulation. The simulation includes WNeconstraint £ 300
and background bias. Uncertainties shown here are only statisticals 250
and do not include systematic uncertainties dup‘T”(cand the recaoill

model.

s/

= 200
150

Eve

Quantity Mode Data Simulation 100

50F
o™u,) ev 5.684-0.034 GeV 5.765 GeV N AT, e
a™(u,) uv 5.640+0.065 GeV 5.672 GeV 25 0 2.5 5 -0 5 0 5 10
™) ev 5.877-0.024 GeV  5.827 GeV U (GeV) Gcu<3 GV W {GeV) Gu<loGew)
a™(u) v 5.732+0.069 GeV 5.750 GeV  z ETLTTTTTIT I STy T
(u) ev  —0573:0.034 GeV 0639 Gev o o0f ¥ /dof=638/40 9 s x7/dof=30.9740 3
(uy) pv  —0.436:0.048 GeV  —0.422GeV S 0| 1< Zg E
guoof % 50
& 80} e 40
tion is obtained for the electron sample. The transverse mas 60[ 30
distributions for thew—ev and W— uwv samples are com- 40 ¢ 20
pared to the simulation with the best fits in Figs. 46 and 47. 20 | | R | | |
The fit curves givey?/DOF of 32.4/35 and 60.6/70 for the Oy e T %% 0 0 T0 20
u, (GeV) (10 <u<15GeV) u, (GeV) (15<u<20GeV)

electron and muon samples, respectively. If we extend the

region of compazrlson from 65.MT2< 100GeVE? to 50 FIG. 41. Theu, distributions for theW— wv sample in four
<M7<120GeVe®, the curves glye( /DOF of 82',6_/?0 and bins of |u|. The points are the data, and the histograms the simula-
147/131, and Kolmogornov-SmirnofKS) probabilities of o,
16% and 21%.

A summary of all systematic uncertainties is given in

Table I They ae stmaied by measurng he subsequeITT SR, The vieenay e 0 e 1oce o
shifts inMy when each source is varied by its uncertainty in P y

the Monte Carlo simulation. The largest uncertainties com%l?tzﬁmssfg égeiféi?fégpa&:]?ig?g?:ﬁ ygftkt]aeks/vg](e:hzlrjlrllzersn_
from the finite statistics of th& samples. Th& statistics are '

the predominant source of the uncertainties on lepton scal(élthough the QED corrections are rather different for elec-

lepton resolution, th@¥v model, as well as the recoil model. N —
. |

As muon and electron analyses use the muon and eleZtron = 04

sample separately, the statistical effects are independent. T2 02

theoretical uncertainty in thp?’ distribution gives a small A

7-02F 3
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W—ev sample. The points are the data, and the solid histogram is
FIG. 40. Theu, distributions for theN—ev sample in four bins  for the simulation.(b) Residuals between the data and the simula-
of |u|. The points are the data, and the histograms the simulationtion.
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FIG. 43. {(u;) as a function of azimuthal angle between the
lepton andu for theW— v sample. The points are the data and the
histogram is the simulation. 05|
trons and muons, there is common as well as independent i
uncertainty. 0 ! ! ! ! ! | I I

The total common uncertainty for the two lepton channels 80.2 80.25 80.3 80.35 804 8045 80.5 8055 806 8063
is 16 MeV/c?, due almost entirely to the common determi- My, (GeVic™)
nation of the parton distribution function contribution. Ac-
counting for the correlations, the combined value is

FIG. 45. The deviation of the negative log likelihood from the
minimum for the W— uv sample. TheW width is fixed at the
M,=80.470-0.089 GeVE2. standard model value in the fit.

The W width, T'yy, can be extracted from the transverse
C. Cross-checks of theV mass measurement mass distributions by fitting either in the region near the

The reliability of the measurement can be checked by’acobian edge or in the higily region. The CDF experi-
fitting lepton p; instead of transverse mass, by subdividingMent measured',y to be 2.04-0.14 GeV using 106 M

the W samples, and by removing the constraint on We <200GeVk? [48,49. By generatingMy templates at dis-
width as a function of mass. crete values oM, andTI'yy, and allowing them to vary in

the fit, one can measure boM,, andI'\, simultaneously

120 from the region near the Jacobian edge. Sihigeprovides

2 100 _ (a) Mean = (-0.7 +0.75) MeV/c> similar effects to the inpup¥v and the detector resolution of
g E I u in this region, the measurementIof, provides a check on
:i 80 - the recoill ando¥v models. Figure 48 shows thedand 2o
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FIG. 44. (a) Difference between the inpw,, values and the % P 70 0 n 120

returned values by fits to Monte Carlo pseudosamples. Each sampl
is 100 times the size of th&/— uv data.(b) The (statistical error
returned by fitting 1000 Monte Carlo pseudo data sets of the same FIG. 46. W transverse mass distributions compared to the best fit
size as thaV— v data. for the W—ewv channel.
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FIG. 47. Wtransverse mass distributions compared to the best fit%

for the W— pv channel.

contours of the fittedV width versusWV mass. The widths are
consistent with the standard model: it is almost identical to
the SM value for the muon channel, and about &.&way

for the electron channel. The fitte/ mass differs by

60 MeV/c? for the electron channel and 10 Me# for the
muon channel from the values with,, fixed. We do not
derive measurements of the width from these fits due to the
large systematics variations which come from changing reso-

lutions and modeling.

The transverse momentum spectra of the leptons as show
in Figs. 49 and 50 also contailY mass informationW mass
values obtained from maximum likelihood fits are consistent
with the values from the transverse mass fit. The distribu-
tions from the simulation with the best fits are compared

with the data in the figures.

The W mass results are cross-checked by making various
selection criteria on the data and Monte Carlo simulation,

110

120 302 8025 80.3 80.35 80.4 80.45 80.5 80.55 806  80.65

My, (GeV/cz)
O 275F
&) (b) W— nv
B
|

2.5

1.75

26

15 Ly 0y b Ly b L

80.2 803 80.4 0.5 0.6 80.7 s
My, (GeV/cY)

and refitting for theW mass. The events are divided into ]
positively and negatively charged lepton samples. For the FIG. 48. The 1o and 2o contours inl'y, versusMy of the

TABLE XIIl. Systematic uncertainties in th&/ mass measure-

ment in MeVKk?2.

transverse mass fit when the width is floated far the W—ev
channel andb) the W— pv channel. The dashed lines are the pre-
dictedI'yy as a function oM, .

electron sample the charge difference listed in Table XIV

Source of uncertainty W—er W—ur  Common : U )

involves statistical uncertainty only and corresponds to the
Lepton scale 75 85 mass difference of 128130 MeV/c? between theN™ and
Lepton resolution 25 20 the W™. For the muon sample the table entries include the
PDFs 15 15 15 tracking alignment uncertainty of 50 Med”. The mass dif-
Py 15 20 3 ference of 136& 205MeV/c? is observed between the/*
Recoil 37 35 and theW™. The electron and muon results are combined to
Higher order QED 20 10 5 give a mass difference of 127110 MeV/c?.
Trigger and lepton ID bias 1510 The samples are also partitioned into four binguf as
Backgrounds 5 25 shown in Figs. 51 and 52. The Monte Carlo simulation re-
Total 92 103 16 produces the data very well in all the| bins, indicating that

the W pr and recoil energy are well modeled in the simula-
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since the lepton energy and momentum scales were deter-

FIG. 49. E; distributions of(a) electrons andc) neutrinos in the ~ Mined differently. In particular, in our the previous analyses
W— ev channel. The points are the data and the histograms the befl€ €lectron scale was determined with tp method. In

fit simulation. The differences between the data and simulation aréhe present work that procedure is shown to result id a
shown in(b) and (d). mass discrepant by (0.52.13)%; in the run IA analysis,

the discrepancy was (0.28).24)%. The statistics of run IA
tion. When the events are partitioned imth>35 GeVk and ~ are insufficient to distinguish the two cases—that Eip
pk<35GeVik samples, theM; shapes between the two method worked well or was systematically off as indicated in
samplegsee Fig. 5Bare dramatically different. Yet there is the run IB result. Moreover, the experimental conditions dif-

good agreement between the data and simulation. fer for the two runs. For example, the aging and rate effects
The extractedV masses described above are summarized]! the CTC due to higher luminosity are more pronounced
: for the present work. For these reasons and because the un-
in Table XIV.
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FIG. 50. (a) py distribution of muons andc) E distribution of FIG. 51. Transverse mass distributions in bingwffor the W

neutrinos in theW— wv channel. The points are the data and the —ev data(triangles and the best fit simulatiothistogramy The
histograms the best fit simulatiotb) and (d) The difference be- four |u| bins are G<|u|<5 GeV (top lef), 5<|u|<10 GeV (top
tween the data and simulation normalized by the statistical unceright), 10<|u|<15 GeV (bottom lefy, and 15<|u|<20 GeV (bot-
tainty. tom right.
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g ERCIN- 3 The present results are compared with other published
Z350¢ 12300 ; :
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8 250 28,00k The direct measurement of thémass is an important test of
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cisely by including loop corrections involving the top quark
and Higgs boson. The corresponding implication for the
Higgs boson mass is shown in Fig. 54. Our result agrees well
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MZQGeV/c}%? (0<u925Ge \1/())0 MT7(0GeV /CZ§O(5<u201 0 Ge\ll())o with the standard model, and W_hen C(_)mblned with all other
electroweak resultg9] prefers a light Higgs boson.
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> 140l 1% e0f 3 .
3 i‘;g; ERCIN: F. Conclusion
% 100k R 40:1 We have measured th&/ mass to beM,,=80.470
;JE 5ol ER- 1 +0.089 GeVt? using data with an integrated luminosity of
6o B E ~85 pb* collected from 1994 to 1995. When combined
40k ER 1 with previously published CDF data, we obtaikl,y
20} 3 10f : =80.433+0.079 GeV£?2.
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This value is precise to 0.1% and corresponds to a total in-

BETWEEN M; AND E/P METHODS

M E  (a) High pp

3 The calorimeter energy scale for thémass measurement

in this paper is set using the invariant mass distribution of
Z—e'e events. Ideally, theE/p distribution would be
used to set the energy scale where the momentum scale is
determined by th& — u™ u~ data. TheE/p distribution has

a smaller statistical uncertainty than the method of using the
Z—e"e” mass because it makes use of the higher statistics
o e of theWand Y samples. Thé&/p method, however, gives a

M, (GeV/c) significantly different result than thé—e*e™ mass method.

e The Z—e"e™ mass method gives the energy scale of 1
0F  (b) Low pyu by constructionsee Sec. IV D
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300 |-
200

100 F
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5= = 1.0000+ 0.0009.
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TheE/p distribution for theW— ev data does not agree with
the simulation with the energy scale given by thenass
method. The best fit between the data and the simulation
requires an energy scale,
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2
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FIG. 53. Transverse mass distributions fay low p; and (b)
high pr+ muons in theV— u v data(squaresand simulatior(lines). Se=0.99613F 0.00040 (stab
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TABLE XV. Measurements of th#V mass. CDF and DO measurements have a common error mostly due
to parton distribution functions. The LEP Il measurements have common errors including the LEP beam
energy. The indirect measurement includes the LEP andZphale measurements, thdl measurement, and
the Tevatron top quark mass measurements.

UA2 80.360+0.370 GeV{?
CDF 80.433-0.079 GeVt?
DO 80.474r 0.093 GeV£?
ALEPH 80.418+0.076 GeVE2 up to \/s= 189 GeV
80.423+0.123 GeVL? up to \/s=183 GeV
DELPHI 80.270+0.144 GeVE2 up to \/s= 183 GeV
L3 80.610+0.150 GeVE? up to \/s=183 GeV
OPAL 80.432:0.080GeVE? up to +/s=189GeV
(preliminary)
80.380+0.130 GeVE2 up to \/s=183 GeV
Indirect meas 80.3810.026 GeVt?

Including the nonlinearity correction described in Sec. IV Ecomparison of the data to the Monte Carlo. The probability

the energy scale becomes that a statistical fluctuation would produce a worse agree-
ment in the integrated distributions is %30 ©.
Se=0.99480- 0.00040 (stah +0.00024 «) = 0.0003%X) This appendix discusses checks given by various data

samples, and possible explanations of the discrepancy be-

+0.00018 (pt scale =0.00075 (CEM nonlinearity, tweenE/p andM,, methods
Z .

where the uncertainty on the momentum scale comes from
the Y mass measuremeltsee Sec. lllG The difference 1. Checks on E and p scales

between theMz result and thee/p result is The energy scaleSg, is checked using various data

samples. Th& —e*e~ sample is used for extracting tite

1.0000-0.9948 _ (A1) scale fromE/p. TheJ/y—u*u™ andZ—u*u~ samples
/0.0009+0.0016 ' are used for extracting thescale. The momenta of electron

tracks for they—e*e™, Y—e'e , andZ—e'e samples
standard deviations. This is unlikely to be a statistical fluc-
tuation. A Kolmogorov-Smirnov statistic is calculated for the

“ F T T T T T LI T T
2A0F g > ete”
o i 150 F
= 806 - ‘
é 100;*
= 80.5 50F E
= o v ;
ob aregate ettt San P ugpat
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80.3 gt
Z [ T = e*e”
2 40
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\ [
%ss 20+
80.1 - 6\%%5 g2 LEP1,SLD,VN data HH iy W
v ‘ ‘ My,-M,,, contours : 68% CL OéW‘ éo‘ ! 5 o 0 . b
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2 M(p~.p") (GeV)
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FIG. 54. The direct measurements of #veand top quark mass = ¥
from CDF and D@ experiments, the direct measurement ofthe IOOf #
mass from LEP Il experiments, and the indir&¥tand top mass 50:— + ¢
measurement from LEP, SLC, and Tevatron neutrino experiments. F + it
The curves are from a calculation of the dependence of\tmeass 050 B R T e T ETRE
on the top quark mass in the standard model using several Higgs i M p%) (GeV)
boson masses. The band on each curve is the uncertainty obtained
by folding in quadrature uncertainties on(M%), M., and FIG. 55. Invariant mass distributions of electrons using their
ag(M2). The uncertainty is dominated by the hadronic contributionmomenta fory—e*e™, Y —e*e”, andZ—e*e™ data samples.
to a(Mﬁ), A apa=0.028+0.0007(Ref. [48]). The solid lines are the best fits from the Monte Carlo simulation.
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TABLE XVI. Required energy scales for various data samples. The erroBs oome from theE/p scale
(first) and thep scale(secondl. (*) The deviation from 1 includes the statistical uncertainty+0.0009.

Data sample Data sample

No. for p scale for E/p scale S Dev. from 1
1 Youtu W—ev 0.9948+0.0010+ 0.0002 -3.90*

2 Y—utu” Z—e'e” 0.9972+0.0014+0.0002 —2.00

3 Iip—putu~ W—ev 0.9947+0.0010=0.0004 —3.80*

4 Z—utuo W—ev 0.9952+0.0010+0.0011 —2.80*

5 Z—e"e (track9 W—ev 0.9955+0.0010+0.0026 —1.50*

6 Y —e'e (tracks W—ev 0.997G+ 0.0010+0.0020 —1.20*

7 Jly—ete (tracky W—ev 0.9959+0.0010+0.0015 —2.00*

are used for setting the scale(see Fig. 5% The results are difference between the electron momentum scale and the
summarized in Table XVI and Fig. 56. While all the results muon momentum scale, causing a discrepancy betweeh the
are consistent with each other, the central values are closer taass ande/p methods. In principle, the electron momentum

1 when theE/p scale is determined using thé—ee”  scale can be checked using electron tracks. However, as
sample instead of the/— e sample, or when thp scale is  shown in Table XVI, the uncertainties are too large to allow
determined using electron tracks instead of muon tracksys to have concrete conclusions.

Problems in the electron nonlinearity correction or differ-  This section describes the differences between electron

ences between the electron and muon tracks beyond oyncks and muon tracks, how the simulation treats them, and
simulation could cause this. However our results are not Stahe size of possible biases.

tistically significant enough to be conclusive. Internal bremsstrahlung distributiorfInternal” photons

are photons which are produced at the vertex in a radiative
W—evy event (or Z—e*e” y even). For Monte Carlo

A nonlinearity in thepr measurement could produce a events with no external photons, we find that the average
discrepancy between the two methods. The avepagef Y E/p between 0.9 and 1.1 is 1.0039. Part of this shift above 1,
() decay muons is~5.0 GeVE(~3.5GeVk), while the 0014, is from cut biases, and the internal bremsstrahlung
averagepr of WandZ decay electrons is-40 GeVk. Fig-  shifts the peak by 0.0025. The distribution we are using
ure 14 shows the difference t_)etween the measured mass uld have to be wrong by-100% for our fitted energy
the expected mass as a function of the sumpf df the tWo  g.516 16 come out shifted enough to account for the discrep-
muons inY and ¢ decaysW andZ events occur on the far ancy between the energy scale froy, and E/p.
left of the plot. No significant momentum nonlinearity is The generator that is used f@/p simulation in these

1
observed. studies(PHOTOS[33] in two-photon modg has been com-
pared to the calculation by Berends and Kleiss of R&f],
. and the two generators give similar energy-angle distribu-
In the E/p method, the electron momentum scale is de-jyns.
termined from the muon momenta. In many ways, electron Laporta and Odoric§50] argue that inclusion of multiple

trgcks_are d|ff<_arent from those of muons. They are IC’mduceghoton radiation from the final state electron may change the
with different internal bremsstrahlung. The external brems-

strahlung is also different, resulting in different momenta.oHc %Y loss distribution of the electron relative to a single

Furthermore the external bremsstrahlung causes the tracksfipmon calculation, such as Berends and Kleiss. Reference

have a nonzero impact parameter, which introduces a bias 0] contains an algorithm to calculate the effect of a cascade

the beam-constrained momentum. The simulation shoul§' final state photons. By _construction, this algorithm re-

take into account all the differences between electrons andUces o Berends and Kleiss for the case of single photon

muons!2 when the momentum scale determined by muons i€Mission. Their algorithm is implemented fofdecays. The

transferred to the electron momentum. However, mishanl-@porta and Odorico case has the méap between 0.9 and

dling any of these differences in the simulation may cause &-1 lower by 0.00033. This is not insignificant, but it is not
nearly large enough to account for the discrepancy between
the M7 andE/p methods. The statistical error on the Monte

ithout the new CTC calibration and alignment for this analy- Carlo calculation for this calculation is 0.00015. .

sis, there appears to be a small nonlinearity in momentum measure- Baur, Keller, and WaCk?roﬁ,ﬁ‘q have do.ne'a calculation

ment(0.1% nonlinearity from 2 GeV to 50 GeVThis went away of the W— evy process which includes radiation from tiAé

with the CTC calibration and alignment. The change has not beeRfopagator. We have received their calculation in the form of

2. Momentum non-linearity

3. Differences between the electron and muon tracks

fully understood. a Monte Carlo calculatiofb1]. The Monte Carlo calculation
12Note that no material effects are included for the muons fromcan implement their calculation, and it can also implement
the W and Z decays because they are negligible Berends and Kleiss. We run separately in each mode and
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case is higher than the CTC case by about 1% of itself. The
averageE/p from 0.9 to 1.1 is higher in the beampipe case
than the CTC case by 0.0003. Both of these changes are
small. Considering that these are extreme cases for variations
in the possible distributions of the material, the expected
changes are negligible.
In the simulation, the correlation between curvature and
impact parameter mismeasurement may not be carfigus
Number in Table A.1 would cause the Monte Carlo to produce the wrong bias
FIG. 56. Required energy scales for various data samples. Th&Om the beam constraint. However, in the Monte Carlo, we
shaded area represents the energy scale determined by the Us€ CTC wire hit patterns from the reidl data to derive a
_,ete” mass. covariance matrix to use in the beam constraint. We use the
identical procedure that is used to beam constraint the real
implement some simple model of CEM clustering of thedata. The results are insensitive to the cutsDypand to
photons and measurement resolutions. We find[@¥tpro-  variations of the correlation.
duces a value for the mean Bfp between 0.9 and 1.1 that We also try setting the energy scale with t&p distri-
is 0.00023 lower than the Berends and Kleiss result. bution before the beam constraint. We compare the Monte
External bremsstrahlung distributiohe formula we are  Carlo distribution to the data distribution. We get a result for
using for the photon energy distribution was calculated inthe energy scale which is consistent with the beam con-
1974 by Tsai30]. This formula is still referenced in papers strainedE/p result.
written today, but it is possible that the formula is unexpect- Landau-Pomeranchuk-Migdal effed¥ultiple scattering
edly breaking down at high energies. Evidence that it is noof the electron can suppress the production of bremsstrah-
is given by the SLAC measurement of the Landau-lung at low photon energig$2]. Qualitatively, if the elec-
Pomeranchuk-Migdal effect described beld®2]. They tron is disturbed while in the “formation zone” of the pho-
measured the rate and energy distribution of bremsstrahlurtgn, the bremsstrahlung will be suppressed. The “formation
of 25 GeV electrons incident on different targets. For all thezone” is appreciable for the low energy bremsstrahlung.
targets, they measured some level of bremsstrahlung sugSimilarly, the electron bending in a magnetic field can also
pression at low photon energies, as expected, but at highsuppress low energy photons, but the CDF magnet is not
photon energies, their measured distributions agreed weditrong enough for this to be significanELAC has measured
with the expectation fromi30]. this effect for 25 GeV electrons. The suppression of brems-
Low energy bremsstrahlung cutoffince the number of strahlung depends on the density of the material and occurs
external photons diverges asl/we only consider external belowy=0.01 for gold and/=0.001 for carbon, wherg is
photons above a certain energy. In particular, we only simuthe fraction of the electron energy taken up by the photon.
late photons abovg=0.1%, wherey is the fraction of the The average density of material in the CDF detector before
electron energy taken up by the photon. However, we cathe CTC is closer to carbon than gold, and since we have a
integrate the total fraction of the electron energy that is careutoff at y=0.001, we are in effect simulating 100% sup-
ried by photons below the cutoff. The total fractionyis pression for the carbon case. This is a negligible effect on
=0.1%X0.085, where 0.085 is an approximation of the ef-E/p. Any effect, if there were, will make the discrepancy
fective number of radiation lengths seen by the electronshigger.
including the CTC gas and wires. We expect this to affect Synchrotron radiationWe considered the possibility that
the energy scale by less than 0.0001, which is a negligiblsecondary particles, such as synchrotron photons, may inter-
amount. As a simple check we have increased the cutoff andct in the drift chamber, generating spurious hits and biasing
we do not see any significant change in the fitted energyhe electron momentum measurement. To estimate the effect
scale. A similar argument holds for the internal photons. of synchrotron photons, we used a simple Monte Carlo simu-
Beam constraint biasing /. The beam constraint can lation to convolute the synchrotron radiation spectrum for 35
bias tracks that have undergone external radiatmems- GeV electrons with the photoelectric absorption length in
strahlung before the CTC active volume. Bremsstrahlungargon-ethane. Assuming each absorbed photon to produce
causes the tracks to have a nonzero impact parameter whicime drift chamber hitexcept for the merging of nearby hits
biases the beam-constrained momentum. The simulation foue to finite pulse widths electron and photoelectron hits
lows the same procedure, and so we expect this bias to beere fed to a hit-level drift chamber simulation and pro-
reproduced. Two possibilities are considered. cessed by the full track reconstruction software. The pre-
The radial distribution of material may be wronghe  dicted bias in beam-constrained momenta due to synchrotron
average radius of external radiatiGincluding half the CTC  photons was~—0.02%, more than an order of magnitude
gag occurs at 22.21 cm in the simulation. The bias depend$oo small to explain the energy scale discrepancy. We per-
onr?, and so the location of the material might be sensitiveformed a second study, usings&ANT-based detector simu-
to the scale. As a check the simulation is run with all thelation under development for a future run of the CDF experi-
material before the CTC gas placed in the beampipe, or wittment. We usedEANT to simulate secondary particles near a
all placed in the CTC inner can. The material is scaled s&5 GeV electron, using the material distribution of the up-
that (X,) is the same for both casefky; for the beampipe graded detector, and transplanted the secondaries into the

Scale

0.995

0.99 ——
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same hit-level simulation used in the first study. The bias dudinearity correction, then the discrepancy betweenZimeass
to secondary particles was again—0.02%. We conclude energy scale and thg/p energy scale is closer to 3.3 stan-
that interactions of secondary particles in the drift chambedard deviations. The dai@ee Fig. 18 however, support a
are unlikely to be the source of the discrepancy. CEM nonlinearity.

Significant energy loss in silicon crystalén electron Amount of material is incorrectTo increase the fitted
moving through the material before the CTC will passenergy scale by 0.5%, we would have to increase the amount
through ~400 um of aligned silicon crystals. If it travels of material in the Monte Carlo calculation by5.6% of a
through the crystal along a major axis of symmetry, it cany,giation length. However, the tail of tH#/p distribution of
potentially lose significantly more energy than is lost throughy, e\ gata is not consistent with such an increase. Moreover,

bremsstrahlung53]. However, in the data we do not see any o low tail of the invariant mass distribution off

significant difference between electrons that pass through thge*e* decays(see Fig. 55 has been examined, and such
SVX' and those that do not, relative to the Monte Carlo. This Y g '

indicates that this is not a significant effect, an increase in the amount of material would significantly

Track quality comparisonin a completely data-driven contradict the data. - . .
study, we examined a large number of track quality vari- Backgrounds are biasing the resullt is possible that our

ables, such as hit residuals signed in various ways, tfack €stimate of thee/p shape of the background is flawed, and

and correlations between hit residuals, as well as occupartat there is a significant source of nonelectron background
cies and pulse widths. While we had no quantitative model iin the E/p peak region that is biasing our energy scale fit.

mind to set the scale for comparisons, none of the trackVe consider the worst case possibility that all the back-
variables we considered showed any significant differencground is located at one of the edges of Eig fit region. To

between thaV electron andV muon samples. increase thé&g(E/p) to 1, we would need to have about 6%
background piled up aE/p=1.1. This is a factor of~17
4. Other checks larger than the QCD background we have measured, and

Invariant mass measurementalculating the invariant since we expect the QCD background to be largely flat in
mass ofZ—e"e~ events makes use of a different set of E/p, we do not expect that backgrounds are significantly
track parameters than calculatifig/p, and one could hy- biasing our result. The agreement of thé&/p fit with the W
pothesize errors in the angular variables causing errors in thig also indicates that the backgrounds are not a significant
invariant mass. We would not necessarily expect the electroaffect in theW fit.
and muon invariant masses to look the same since one uses Tracking resolutions not simulated correctlyor the
E; and the othep;. One could also imagine measurementMonte Carlo calculation, we smear the track parameters ac-
correlations between the different tracking parameters whiclgording to the calculated covariance matrix, and we then
have the net effect of shifting the measured mass. The twapply the beam constraint according to this same covariance
tracks themselves could also be correlated sinc& fevents  matrix. Thus, in the Monte Carlo calculation, the covariance
they are largely back-to-back. For example, if one track enmatrix used in the beam constraint describes the correlations
ters a superlayer on the right side of a cell, the other traclkand resolutions of the track parameters exactly. On the other
will be biased to do the same. However, we have not beehand, it is not necessarily the case for the data that the cor-
able to see any effect on tlfemass in the data. relations and resolutions are described correctly by the cova-

Inner superlayers Wires of the CTC inner superlayers riance matrix.
have larger occupancy than those of the outer superlayers, We can measure the correlation between impact param-
giving a higher probability of using wrong hits in the inner eter and curvature by plotting the averageg@f, as a func-
layers. To check this th& electron tracks are refit with su- tion of E/p. The slope of this plot for the data is slightly
perlayers 0 and 1 removed. While the resolution becomedifferent than for the Monte Carlo calculation. Since the
worse, no significant change is seen in the mearts/pfof Monte Carlo covariance matrix is the same matrix that is
the electrons or the invariant massdelectron tracks. Re- used to beam constrain the data, we conclude that the beam
fitting is also done with the same tracks but by removingconstraint covariance matrix does not perfectly describe the
superlayer 5 instead of 0 and 1. Again no significant changenderlying measurement correlations of the data.
was observed in the means Bfp, or the invariant mass of To see how much of an effect this has Bfp we run the
Z electron tracks. The mean of tB#p distribution ofWdata  Monte Carlo calculation as follows: We smear the Monte
is checked with the number of stereo or axial hits used in thé&arlo calculation according to an adjusted covariance matrix,
track reconstruction. It is found to be insensitive to the num-where all the off-diagonal terms are set to 0 except for

ber of hits. a%(C,Dy), and which we fix according to thé/ data. When
Coding errors Several independeft/p simulation codes we apply the beam constraint, however, we use the same
produce highly consistent results. covariance matrices that are used by the data to do the beam

CEM nonlinearity When we applied the nonlinearity cor- constraint. In this way, we simulate the data more closely:
rection of Sec. IV E, the CEM energy scale factor as detersmearing according to one matrix, and beam constraining
mined fromE/p moved from 0.9963 to 0.9948, which makes according to a slightly different matrix. We find no effect on
the discrepancy betwedt/ p andM ; worse. The uncertainty the averagés/p between 0.9 and 1.1.
on the energy scale was also significantly increased by the The solenoid may cause non-linearity in photon response
uncertainty on the nonlinearity. If we do not consider a non-The solenoid coil presents1 radiation length for electrons
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in W andZ events, and also for any associated soft photons. 5. Conclusion

Electron energy losses in the solenoid are not expected \we have measured the energy scale using the peak of the
to affect our results since they are part of the CEME/p distribution of W data. TheE/p distribution ofZ events
scale, which we are fitting for. However, it is possible gives consistent results for th&p distribution of W events.
that the soft photons are not making it through the solenoiHowever, if we set the energy scale wiliip, then the in-

and that this is distorting thE/p shape. As a simple check, variant mass distribution of thgé events comes out signifi-

we use a formula from the PDG Full Listing®9] which  cantly low. As a check we have refit the run |IA data with the
describes the energy loss profile of a particle as a functionun 1B Monte Carlo simulation, and the result agrees excel-
of its depth in radiation lengths. We apply this formula to lently with the published results.

all the photons created in the Monte Carlo calculation We have discussed several possible reasons thaZ the
and reduce their energy accordingly. This is not a rigorougnass comes out wrong. The problem could be a momentum
check since we are applying the formula to low energyscale problem or oth_erW|se a tracking prot_)lem_; it could be
photons, which are in an energy region where the formuld€lated to our simulation d&/p as presented in this paper; or

is not necessarily accurate. We rerun theMonte Carlo it cou]d be somethlng theorgucally unexpected. None of the
calculation with this effect put in, and we treat this plausible explanations considered here appears to be capable
new Monte Carlo calculation as “data” and fit it with Of Créating a discrepancy of the magnitude observed in the
the default Monte Carlo calculation. Fitting/p gives run IB data sample, and the source for the inconsistency

. remains an open question.
a Monte Carlo energy scale of 0.99960, and fittinh, ) o
gives a scale of 0.99935. We are interestedvin relative For the finalW mass measurement reported in this paper,

we have used the invariant mass of the-e*e™ and Z

to E/p, and thus 0.999600.99935-0.00025-0.00015. — u"u~ events. In this way, we have separated our energy
This is more than an order of magnitude too small to explainscale measurement from almost all questions associated with
the energy scale discrepancy. the E/p method.
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