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~S background

University of Oxford: D. Phil. Molecular Biophysics
Neural networks for protein structure prediction

Wellcome Trust Sanger Institute: Group Leader

Built the Informatics Systems Group, (Human Genome)

Broad Institute of MIT & Harvard: Group Leader

Built the Applied Production Systems Group

Harvard: Assistant Dean & Distinguished Engineer

Built the 100,000+ CPU cluster & MGHPCC from scratch

Strategic Scientific Advisor & Independent Consultant

5+ years learning “cheat-codes” in .com

(\ y Office of Research
Computlng and Data

THE RESEARCH MACHINES 380Z COMPUTER SYSTEM

THE RESEARCH MACHINES 380Z
A UNIQUE TOOL FOR RESEARCH AND EDUCATION

Microcomputers arc extremely good value. The outright
purchase price of a 3802 installation with dual mini
floppy disk drivs digital 1/O and 3 real-time clock, is
about the same as the annual ance cost of a

worth thinking

¢ RESEARCH MACHINES 380Z is an
microcomputer for ondine data logging an B In
departments
atwractive al H.ﬂl‘llq
3!

operating system, immediat
queuing and 3

budget. You can program in interactiv
our unique Text Editor, run very lar ograms with a
380Z FORTRAN Compiler, If you already have a mini
computer, you can use your 380Z with a flopp!
system for data capture.

What about Schools Colleges? You can purchase
a 3802 for your C;
department at about th
380Z has a performanc

The 380Z with its prc
hardwearing piece of
continual handling for
interface — you only have to plug a black and white
television into the system in order to provide a display
3802/32K complete with SINGLE MINI
FLOPPY DISK SYSTEM MDS-1

£1787.00

10 buy a separate terminal
gives you upper and fower
solution graphics
mixed anywhere on the st
interface, software and
files for both pro-
t it is easy 1o store

Z microcomputer can upgrade their

py (standard or miny disk storage

r of 3 un oc ence in the

industry standard

g » 380Z uses an 8080 family

ssor — the 280 — and this has enabled us to

0 This means that lh- 380Z user has access to @
ng body of b supplied from

systems are available with the
mpater case itself, presenting
ation, The FDS-2 standard
nu;w disk syste
m)I Megabyte of ¢

¢ controlled cassette data files,

d from paper tape, mark

or from a mainframe. A disk BASIC

«rial and random access to disk

¢ available in erasable ROM which
pdating

tape input. Alternatively,

t 380Z compatible printer
for under £300, or choose from a range of higher perfor
mance printers

380Z/16K System with Keyboard

£965.00

RESEARCH MACHINES Computer Systems are distributed by RESEARCH MACHINES LTD
P.0. Box 75, Chapel Street, Oxford. Telephone: OXFORD (0865) 49792, Please send for the 380Z
Information Leaflet. Prices do not include Carriage or VAT @ 8
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:~$ jobs —

Executive Director, Office of Research Computing and Data

Started 26" Sept 2022 s

Job description:

EXECUTIVE DIRECTOR, Office of the Vice President for Research-Office of Research Computing and Data (ORCD), to

serve as the lead administrator of the newly created ORCD, under the direction of its faculty head and vice president

for IS&T. Leadership duties will include oversight of all aspects of creating and directing, recruiting, and retaining the
+ e a rS O S e e staff necessary to meet the Institute's research computing and data goals; achieving the mission, vision, and

strategy for the further development of collaborative Research Computing Infrastructure and Data (RCID) services;

and setting the strategic direction for operational effectiveness and long-term sustainability of RCID services with

' ' the goal of providing centralized delivery and support for many of MIT’s research computing capabilities.
OUI I a IOl I’ epIC u OS @ news.mit.edu

A full position description is available at
https://www.dropbox.com/s/k9co05d5b0k8d8x/ORCD%20Exe| Ediication ResesieH y Cam Ao ABSEMIT

to Dr. Chris Hill for this! MIT News

REQUIRED: bachelor’s degree; ten years' relevant work experie| ON CAMPUS AND AROUNS THE WORLD SCRIBE v BROWSE  SEARCH NEWS
supervising a team of full-time staff members; understanding g

environments, including expertise with public cloud providers,
data analytics; expert-level knowledge of multiple cloud provid MIT to launch new Office of Research
cloud for data science, data integration, or machine learning ug Computing and Data
languages and tools; direct experience with research data man| Professor Peter Fisher will lead effort to grow and enhance
< ; usage/cost optimization; knowledge of batch processing, clustf computing infrastructure and services for MIT’s research
R D n OW re p O rt S tO t h e familiarity with high-performance computing trends/technologi community.
collaborate and build consensusjrelationships, influence other§ Office of the Vice President for Research

~ PRESS INQUIRIES
communication skills; ability to navigate a complex academic el May 5, 2022

P R a n d P rOVO S t service orientation. PREFERRED: master's degree and a record

eturning to MIT & MGHPCC
as been awesomel!

™ Office of Research
Computing and Data

As the computing and data needs of MIT’s research community continue to SHARE

grow — both in their quantity and complexity — the Institute is launching anew  (§9)(f

effort to ensure that researchers have access to the advanced computing

resources and data management services they need to do their best work. RELATED LINKS



orcd@ :~# uptime -p
Engagingl — an example shared ORCD cluster

As of Q4 2022, there now exist over 1,463 machines
in the computer cluster called “Engaging-1”

Of those 1,463 machines, 1,097 are currently
available for processing. Of those 1,097 available,
797 are between 5 and 11 years old, 300 are less
than 5 years old, and 244 remain under some form of
warranty and are available for repair.

Of the total machines available, those considered
viable for modern computing represent less than 16%
of the total available fleet, after taking into
consideration damaged, out of warranty, legacy and
currently unavailable systems.

495 ORCD Ziesiirseath,



Samsung 32-bit RISC ARM1176JZ(F)-S v1.0 - 620 MHz

CPU Underclocked to 412 MHz

GPU PowerVR MBX Lite 3D GPU
Memory 128 MB eDRAM

Storage 4, 8, or 16 GB flash memory
Battery 3.7 V 1400 mAh Lithium-ion battery
Display 90 mm (3+1/? in) screen (diagonally)

480x320 pixel resolution at 163 ppi
3:2 aspect ratio
18-bit (262,144 colors) LCD

Sound Single loudspeaker

Rear camera 2.0 MP with geotagging (not GPS-based)

Connectivity Quad-band GSM/GPRS/EDGE
Wi-Fi (802.1 b/g)

Bluetooth 2.0

USB 2.0 / dock connector

June 2007




Did we mention technical debt?

495 ORCD Ziesiirseath,



Did we?

There may, or
may not be
some of these
IPhone 1 vintage
servers still

In production. ..

L
e 3 Office of Research
g o OR C D Computing and Data



It’s clearly not all bad news.

How do we do this?

D 7~ I Office of Research
Computing and Data

00 [+ (< 0 @ usnews.com ¢

EDUCATION » Colleges Grad Schools Online Colleges  Global Universities K-12  SkillBuilder Rankings

Home / Education / Colleges / Best National Universi

Best National University Rankings
it Austin and the University of Vermont, offer
e colleges also are committed to
To unlock full rankings, SAT/ACT scores and more, sign up for the U.S. Ni

SUMMARY v

)@®

BEST
COLLEGES

CARD VIEW g8 TABLE VIEW

443results  Clear Filters  National Universities x SORT BY: Rankings (high to low)

SclicolName National Liberal Arts Colleges | ( Business Programs | ( Engineering (Doctorate Offered)

Location

% Princeton University

F Princeton, NJ

e i #1in National Universities

* & % & & 20 reviews

Additional Ran} ~ |
The ivy-covered campus of Princeton University, a private

institution. is located in the auiet town of Princeton. New .Jersev.
READ MORE »

Tuition and Fees  ~

More +

Tuition
$57,410

5,321 (fall 2

T, GPA and More
& Unlock with
Compass

<$5,000 - $50,000+ Add To Compare Save to My Schools

Enroliment

Massachusetts Institute of Technology

0-14,000+ Cambridge, MA

#2 in National Universities
Acceptance Rate ~
- = * & & & Kk 14 reviews

Though the Massachusetts Institute of Technology may be bes

known for its math. science and enaineerina education. thi
READ MORE »

<10% - 90%+

AreaofStudy  ~

Tuition And F
$57,986

Undel duate
Enrollment
4,638 (fall 2C

T, GPA and More
& Unlock with
Compass

All Areas of St Save to My Schools

Majors

High School GPA & / ¢ #3 in National Universities
) Kk & K 15 reviews
Test Scores
Harvard University is a private institution in Cambridge,

" = Massachusetts. iust outside of Boston. This v L eaaue school
Ethnicity/Diversity & - READ MORE »

Tuition And F
$57,261

v sat
Enrollment
7,153 (fall

SAT, GPA and Mo
& Unlock with

Compass

~

Compare Colleges
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I I I MIT SuperCloud G

Home .
e A Requesting an Account
A
ol Account Request Process
Getting Started
iy 1 Ruse The MIT Supes »mm is inten
and students, faculty and res

d to support research and collaboration be

T and other academic institutions. It is our practice to allo

Jupyter Portal from within the U
Online Courses
Publications And
Software
Acknowledging
The MIT
form, ask us ding email

Supercloud 2
b. Ask your faculty advisor or Pl to send us a short confirmation em
o

ignificant delay in

| for your account
ing that you will be using your Supe vork. This email should
sud@mit.edu. We will not email your advisor for you. We will not

FAQs
proceed with the account creation process until we receive an email from your

Contact

rfirmation: Once wi /Pl we can
Pl on the prc

Login using Tot
ing Supercloud for
al: This usually happes mail with additional
questions before you are aiting you can start learning to use your

orking through the F

unt is first created you will h
ant b

ccount: Work through the Practical HPC course. T
canonical HPC Workflows, and t

Includes an Introduction to HPC
talling soft

Walks you through setting up your account, ir

submitting your fi chjo

SuperCloud

/ in Office of Research
OR C Computing and Data

eee M - < ) IN] & researchcomputing.mit.edu e

©0h + D

Whats available ~ Facilities Projects ~ Questions ~ About ¥ Quick Links

Request Account

Name and Affiliation(s):
Sponsor Name and Affil n(s):

Email: (Please use your institution's email

)

Short sentence about project:

Username: (Please use your institution's username)

Dacenhraca:

C3DDB

eee @ -

To acces

Satori

& satori-portal.mit.edu

Authenticate with Globus

© 0+ D

gf—l_[—F




& openmind.mit.edu & engaging-web.mit.edu , 0 & submit-portal.mit.edu

Engaging Cluster -3) Submit Portal ~ Account Status SSH Keys Cluster Status User Guide
> Logging into Engaging Open On....

Account Status

The OpenMind Computing LOGGING INTO

Username: jeuff

1. Logging into the cluster

Cluster ‘ ENGAGING OPEN

Logginginto FastX Home Directory: fhome/submitfjcuff

>

4. Software > 1. Start by going to in your web browser.
>
>

Community Loggingin viassh

2. Replacing or Adding an S5...
3.Slurm

5.Storage . _ o i
2. Select one of the Single Sign On authenticaion options.
Introduction 6. Virtual Environments.
Getting Started 7. Best Practices > 3. Select the institution your Engaging account email is associated
Tutorials 8. Frequently Asked Questions with.
- An Introduction
* The email associated with your Engaging account is your MIT Kerberos
account.

- Applications and Containers
- Slurm Job Scheduler and Best Practices

=MATLAS for High Petformance Compuing 4. Follow the authentication procedure required by the selected

institution and upon success you will be redirected to the Engaging
Contact Open OnDemand Portal.

I nt rod UCti O n If you have issues with this process, please contact

engaging-admin@techsquare.com g

Examples

The OpenMind Example

Here are the steps illustrated if you are using the “Globus” option and are an
MIT user:

Engaging SubMIT

™ Office of Research
Computing and Data




@ ~H#
[ J
eeoe [ - 0 @& tig.csail.mit.edu “ O M + O eee [M - < 0 B8 & bateslab.mit.edu © M+ O

g =2 I

MIT accessiblity info

-
I I I I Massachusetts Institute of Technology Contact Us

Bates Research and
Engineering Center

> Get Started and Best Practices

Accounts and Authentication

o e eonmnne SHARED COMPUTING

> Operating Systems

Data Storage

General purpose shell access High Performance Research Computing et

Servers, Workstations, and Hardware Facil ity
login.csail.mit.edu (more information) is available for general

Shared Computing purpose access. It should be used for computationally non-intensive tasks,
> OpenStack such as reading email, editing text files, compilation of small source
packages, etc. It should not be used for long running or computationally
demanding processes

Research & Engineering

Photo Galleries
> SLURM Compute Cluster
High Performance
Computer Fa

Network and Wireless
Web Services
Community Outreach
Print, Copy, and Scan

Rooms, Video Conference, & Event

” Calendar OpenStack

> Building Operations

Projects

News

TIG maintains an OpenStack based ‘cloud’ platform for all lab members.

Publications
Communications and News

LR LR LA RRR AR R AR

COLAL LA AR AR RARR RS

Op is a free and open software suite for providing Infrastructure as a
Service (1aaS) both for private clouds like we're implementing and large
public clouds. We are currently using “Nova” compute services, “Keystone”
identity service, “Horizon" web dashboard, “Cinder” volume service,"Glance”
image management,"Neutron” networking service, and “Heat" orchestration
service. We are currently using the “Mitaka” release (aka 2016.1 released
May 2016) 16.04LTS “Xenial” with KVM as the virtualization layer. We also
have an OpenStack “Swift" and AWS S3 compatible object store based on
[Ceph] with 168TB available storage (505TB raw less 3x replication)

Physics Links

The HPRCF at the Bates Laboratory consists of 71 water-cooled racks, each of which can
supply up to 12 kW of power and cooling, and a high-speed 10 Gb/s network link to
campus. The construction, racks and network link represent an investment by MIT of
about $7.0M.

As of June 2018 we have 40 physical nodes, with 1720 cores and 11T RAM

The CERN CMS experiment is assigned 32 of the racks for a Tier 2 computing site;
currently 24 are in use (one rack houses computers bought with non-CMS funds), with

CSAIL - TIG
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# Svante
Updated 11/16/22

CONTENTS:

! Information

MIT Kavli Institute

for Astrophysics LNS RESEARCH COMPUTING SERVICES

2. General Information and Space Research Application for LNS Computer Account
1. Who to Contact i

=3 Ganeral indormation 21 Howio log into Svapte Fill out this form. When done, click the "send" button at the bottom.

e — To login into the Svante cluster, from a terminal window on your local computer, type:

[1] Do you agree to comply with both the "MITnet Rules of Use" and the "Er

Network Accept "2 N @

Reseal’ch ‘ Techniques

24, Compute nodes 2] What username would you like ? (8 characters or fewer )
s Avchi Ibe requested; ur athena password (your svante «usernamen al

Calitn same your athena eusernames). After you log in, you should receive a terminal prompt with your local HOME
working directory set to usernane you will logged into the Svante cluster login (or

e B e e o S + High Performance Computing

4. Using SLURM to Submit Jobs. and compute n

2,6, Svante node specs

(Often chosen to be the same as your MIT kerberos username if you have one, but it can be
whatever you'd like provided it isn't already taken. )

5. Python and Jupyter Notebooks RESEARCH - High performance computing (HPC) is a necessary component of
(svante-oodmitedu) 2.2. /home spaces Al Research Areas modern astrophysics research. MKI has used 3 HPC clusters over the
6. BestPractice or Sante Use sience Themes past decade. The first cluster has been used by the Chandra space {51, L o5t oo ey e
/e have about 100 terabytes (TB) of total 'home space’ for general purpo: Techniques [4] First name (personal name):
usage, source code,plots and figures, mode buiks, et Evry svnt users given disk telescope for data analysis and modeling associated with the HETG S i T
i b & ¥ A y . = Z = Middle initial or name (if applicable):

«quotas on home space are 500 gigabytes (GB) per ust ne is backed up daily (offsite) and _— 2 hae .

protected from disk failure via a RAID array. Svante /home space is mounted to allnodes in the INSTRUMENTATION

cluster. Home space is not intended as a repository for large (or large numbers of) data fle for —_—— [6] Group leader or supervisc

analyses,or to be used as disk space for large model ru OUTREACH + 7] Group affiliation: (Select one]

S — d. As LIGO L »
i [8] Status at MIT LNS: (select one)

2.3. File servers NEBOEERS o uting and

Svante file servers are named fs Table 2.1), currently 1., with total capacity presently PEOPLE [9] MIT address:

roughly 4 PB. To get onto a file server node, for example, typing B — originally built £

e = ly Building
t Hughes, and lai Y Room:
MULTIMEDIA significantly upgraded in 2008, replacing the original 32-
e with ith n further upgraded to
(from . INTERNAL + pe [10] Your preferred contact phone number:

d management

Once you fi al disks should be ac . /d2 ,and ; note | Jak
some partitions not present on al ervers. From all other nodes, this space can be reached through L alable
pertitions not Preseqt onak flesenyss.fiom ol othernodes, this spsce sen b Ieache thioteh ContactUs » (1) Your preferred email address:

‘remote’ mounts in which your accy r example 92/d0 to access the

clu;
partition on fs02 . Storage on these file servers is for runs, experiments, downloaded data, FoEERE s

aces are backed up (weekly o Accessibity
may take longer for backups to complete). These

- (@ o

SVANTE KAVLI LNS

[12] Do you want access to submit.mit.edu ?

D » Office of Research
Computing and Data




@ :~8 CTRL-C

# whois.arin.net

11 ClUSterS, each coR. . 1sleieesn

NetName: MIT
. NetHandle: NET-18-0-0-0-1
Parent: NET18 (NET-18-0-0-0-0)
|ndependent|y NetType: Direct Allocation
OriginAS: AS3
Organization: Massachusetts Institute of Technology (MIT-2)
staffed, funded & & e
y Updated: 2021-12-14
Ref: https://rdap.arin.net/registry/ip/18.0.0.0
Operated they do OrgName: Massachusetts Institute of Technology
OrglId: MIT-2
. Address: Room W92-167
Share One thln Address: 77 Massachusetts Avenue
City: Cambridge
StateProv: MA
-th h TLD PostalCode: 02139-4307
Oug . mom a . Country: us
RegDate:
Updated: 2017-01-28
Ref: https://rdap.arin.net/registry/entity/MIT-2

D » Office of Research
Computing and Data



@1 1:~S quota -v
Engaging-1 today *could* be divided up equitably as:

10,000 TB =~ 1TB dedicated per MIT Researcher
45,000 CPU =~ 4 CPU dedicated per MIT Researcher

Does not include, SuperCloud (32,000 cores, 450GPU),
Satori, CSAIL, Kavli, OpenMind, Svante, Submit, LNS &
Bates (70+ racks)

And.. 100°s more systems in Closets, Clouds and Chaos!

What is MIT’s total? Over 1,000,000 CPU cores? More?

Ca
‘o i; D M) Office of Research
e v @ N @ [\) Computing and Data



orcd@

@ orcd.mit.edu 4

Collaborations  Resources

ABOULORCD  Work with News and
ORCD. Events

MIT Office of Research Computing and Data (ORCD)

Work with ORCD

Read the latest news from ORCD

MIT Information Systems

and Technology (IST)
ORCD Resources

MIT Libraries

News and Events

Green High
Performance Computing
Center (MGHPCC)

™ JobsatorCD

R -

T K,’ \ “: ;»;?
’ AWk \ - ‘ ¥ L
Telephone: (617) 715-5995

Massachusetts Institute of Technology Accessibility Statement
Office.
NE36, 7th Floor

Cambridge, MA 02142

T

9 3ORC

—

Office of Research
Computing and Data

~# find .

mit -name hpc_cluster\*

@ urop.mit.edu 4 eee M- < 0 @ impactclimate.mit.edu © M+

wws) I

seareh Q

MIT Climate &
Sustainability

Consortium

;»’A\ Undergraduate Research
\&p‘ Opportunities Program

OUR WORK+  MEMBERS ~ GET INVOLVED+ PEOPLE  NEWS & EVENTS+  ABOUT US

Immerse yourselfin /ooy
real-world faculty \/w %“
research =

\
\\ 4"4 cTu®

A NEW
ACADEMIA-
COLLABORATI

Working together to vastly accelerate the implementation of lat
real-world solutions, across sectors, to help meet global climate a
+ sustainability challenges. Helping to lay the groundwork for one criti
aspect of MIT's continued a nsified commitment to climate: helpi
large companies usher in, adapt to, and prosper in a decarbonized world.

READ MORE ABOUT .OUR WORK —>

OF

"'TA cTUS

o,

MIT Undergraduate Research Opportunities Program

Find Projects Apply O

Attention Students! |

.+ UROP Direct Funding (funds fromthe L) o

ce) Applica on Deadline # Tuesday, ,

04.18.2023

mit. AP e )
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Wendy Zhang & Yichen Gao

485 ORCDSsciromrs,




@ :~# future --predict
ORCD_8ball: Future Looks Cloudy

Try again? (y/n)



orcd@n .t :~$ ssh root@openai.com /usr/bin/irssi

“The future of research computing is
expected to be shaped by several factors,
including advances in hardware and software
technology, changes in research practices,
and new data-driven research methods.

1) Increased use of cloud computing

2) Emphasis on open science

3) Expansion of machine learning and Al
4) Increased use of big data analytics

5) Continued development of quantum
computing”

2 Upgrade to Plus [New ]

& jeuff@mitedu

495 ORCD Zisesiiseat,
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@ :~# kool_kids_k8.py --hpc --future

eoe [+ < 0 B & github.com

README.md

Fluence enables HPC-grade pod scheduling in Kubernetes via the
. Fluence uses the directed-graph
based to map pods or to nodes. Fluence
supports all the Fluxion scheduling algorithms (e.g., hi, low,
hinode , etc.). Note that Fluence does not currently support use in
conjunction with the kube-scheduler. Pods must all be scheduled by
Fluence.

%, Under Construction! %7

Getting started

For instructions on how to start Fluence on a K8s cluster, see
. Documentation and instructions for reproducing our
CANOPIE2022 paper (citation below) can be found in the

For background on the Flux framework and the Fluxion scheduler, you
can take a look at our award-winning R&D100 submission:

Office of Research
Computing and Data

eee M+ < 0 & github.com

Packages 1 Q vsoch Add/dask example scikit learn ( )

& flux-k8s-nio-data

Contributors 4 := README.md
5 cmisale Claudia Misale
1 3

& . Flux Operator
Lo milroy Daniel Milroy

!e} ArangoGutierrez Carlos Eduard...

\,ﬁ’:« dongahn Dong H. Ahn

Languages

® Go 81.6%

Makefile 3.1%

Dockerfile 15.3%

The Flux Operator is a Kubernetes Cluster
create and control

h o+ ©

« 17hoursago 152

THe_OPERATOR

that you can install to your cluster to
"Mini Clusters" to launch jobs to.

Read more, including user and developer guides, and project background in our 4

v

%4 Under Construction! %7

Do check out: https://github.com/flux-framework



@ :~# cat /dev/null >

We've been predicting, and doing
all of this stuff for decades

The Office of Research Computing
& Data is all about supporting
research WITH computing

The cloud / anti-cloud religion is
exhausting & not important, it’s
just compute, network & storage

I'll tell you what we’re going to do
here @ MIT for everyone @ MIT

Office of Research
Computing and Data

. /buzzwords. txt

@ bio-itworld.com <

BiolT World

Next-Gen Technology  Big Data « Personalized Medicine

Cycle Computing CTO James Cuff on Clouds, On-
Demand Computing and Package Holidays

By Kevin Davies

February 6, 2013 / The new Chief Technology Officer at Cycle Computing, James Cuff, spent the past seven
years as Director of Research Computing and Chief Technology Architect for Harvard University’s Faculty of
Arts and Sciences. His team worked “at the interface of science and advanced computing technologies,”
providing a breadth of high-performance computing, storage and software expertise, all the while striving to
manage a monstrous surge in data. Cuff previously led the construction of the Ensembl project at the
Wellcome Trust Sanger Institute, before moving to the U.S., where he managed production systems at the
Broad Institute, while his wife, fellow Brit Michelle Clamp, joined the lab of Broad director Eric Lander.

In his new position, Cuff aims to apply some of his insights and ideas to an even bigger canvas. Cycle has
made headlines over the past 2-3 years by spinning up virtual supercomputers for academic and industry
clients, as well as creating the Big Science Challenge, donating more than $10,000 in cloud compute time.
CEO Jason Stowe says Cuff brings a wealth of knowledge and contacts, and could bring some managerial
discipline to Cycle’s patent portfolio. He adds that Cuff will remain in the Boston/Cambridge area, which could
impact Cycle’s local presence down the road. (Meanwhile Clamp, who moved to Harvard from the BioTeam
last year, will fill Cuff's shoes on an interim basis while the search for his replacement continues.)

BiolT World interview 2013




orcd@ :~# cat /proc/orcd/mission

3 Ensure efficient use of all of MIT’s advanced research computing and data
management resources through sharing, curation, and renewal.




ORCD IS NOT JUST ANOTHER SHADOW IT ORGANIZATION

- 2y
ca x.' Office of Research
g o OR C D Computing and Data



orcd@ :~# echo “the 2

Platforms
Infrastructure

and Data
Services

Director of PIDS Starts July 315t 2023

pillars of ORCD”

HPC &
Scientific

Consulting
Services



orcd@ :~# cat .plan

1.  Funds to support ORCD staff and
operations to enable basic access for
11,611 researchers + 4,400
undergraduates

2. Develop funding model for PI-driven
initiatives
»  Sharing between PI, DLC, ORCD,
School/College, Provost

3. Create and support secure repository
for sensitive and shared data
ORCD_ENCLAVE

4. “Get Well Plan” for shared resources

- oy
4® i‘.’ Office of Research
g./) ORC D Computing and Data



Ensure basic access to high
performance research computing
to all 11,611 researchers at MIT,

support for Pl driven computing

initiatives, and consulting help for

users and purchasers of

computing and data resources.

- 2y
ca 3‘.' Office of Research
%. o OR C D Computing and Data



We have been fully funded.

- oy
ca i‘: Office of Research
\g o OR C D Computing and Data



Modernizing $20M (replacement value) of over 10 years of legacy
computing infrastructure and processes

1. Develop new organization based on operational excellence and obsessive customer support
working with IS&T, Libraries, Facilities, Sustainability, Audit

* Decommission legacy systems and infrastructure

* Build a reliable fault-tolerant foundation and
sharing platform (login, home, auth, access controls,
storage, standards-based networks and on-call FTE)

* Secure, harden all research computing
endpoints & data at rest

* Provide frictionless access through 2fA,
Globus & Open on Demand

2.  Build the ORCD_ENCLAVE: A secure, sustainable
repository for all sensitive and shared data

3. Integrate remaining viable systems into a new shared
research computing platform (“Engaging TNG”)

TPy )
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@ :~# setenforce 1

The new ORCD_ ENCLAVE is critical

Over the next 12 months will build MVP

Multi petabyte scale shared, secure
storage you can compute against

Don’t be clever — be reliable, be
predictable, be available!

- i.o D 7~ I Office of Research
e o @ R@D Computing and Data

—

SAFEGUARDING THE U.S.
RESEARCH ENTERPRISE:

Transparency, Integrity,
and Reciprocity

A FBI ACADEMIC RESEARCH SECURITY CONFERENCE
hosted by Harvard University

NOVEMBER 1, 2022 | 9:00 AM — 2:00 PM ET

Spangler Center, Harvard University
117 Western Ave, Allston, MA 02163




MGHPCC Capacity report
Date: Apr 24 2023

Racks: 64

RU: 3000

Rack: 50KW

Date: Oct 2023
MAX: 3200KW
Cooling: Liquid
Invest: $3,000,000

Tech Debt: NONE

{‘Q‘y ORCDgﬁmp tng dD ata



@ :~# python ./install.py

Over $3M of shared community hardware installed,
and managed by ORCD since October 2022!

13 departments and 19 Pls

160 computers
13,768 CPU cores
130 Ampere and Hopper class GPUs

Operating savings
~400 tons of CO2 emissions avoided

58 % ORCD Qixgifessaen ~0.183MWh energy cost reduction



Mon Jun 19 07:55:42 2023

| NVIDIA-SMI 530.30.02 Driver Version: 530.30.02 CUDA Version: 12.1 |
|

| GPU Name Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp Perf Pwr:Usage/Cap| Memory-Usage | GPU-Util Compute M. |
| | MIG M. |
| . . |
| © NVIDIA H100 80GB HBM3 On | 00000000:19:00.0 Off | 0 |
| N/JA 53C PO 551W / 700W| 77753MiB / 81559MiB | 97% Default |
| | | Disabled |
| 1 NVIDIA H100 80GB HBM3 On | ©0000000:3B:00.0 Off | 0 |
| N/A  B2C PO 685W / 700W| 77653MiB / 81559MiB | 97% Default |
| | | Disabled |
| 2 NVIDIA H1ee 80GB HBM3 On | 000000VO:4C:00.0 Off | 0 |
| N/A  B1C PO 549W / 700W| 64345MiB / 81559MiB | 97% Default |
| | | Disabled |
| 3 NVIDIA H100 80GB HBM3 On | 000000P0O:5D:00.0 Off | 0 |
| N/A 57C Pe 726W / 700W| 77573MiB / 81559MiB | 97% Default |
| | | Disabled |
| 4 NVIDIA H100 80GB HBM3 On | ©00000000:9B:00.0 Off | 0 |
| N/A 56C Pe 639W / 700W| 77945MiB / 81559MiB | 97% Default |
| | | Disabled |
| 5 NVIDIA H100 80GB HBM3 On | 00000ROO:BB:00.0 Off | 0 |
| N/A 55C Pe 683W / 700W| 70665MiB / 81559MiB | 97% Default |
| | | Disabled |
| 6 NVIDIA H100 80GB HBM3 On | 00000R0O:CB:00.0 Off | 0 |
| N/A 53C Po 600W / 700W| 64345MiB / 81559MiB | 97% Default |
| | | Disabled |
| 7 NVIDIA H100 80GB HBM3 On | 00000000:DB:00.0 Off | 0 |
| N/A  B2C Po 554W / 700W| 77389MiB / 81559MiB | 97% Default |
| | | Disabled |




:~# cat /proc/racktables grep Oct22

| Pos [Device

] ¥
0 40
38 | 38
NODE2513-ENGAGING &
NODE2512-ENGAGING T ¥ 5 A
5 | 55 | NODEZSOSENGAGING | 35 | A
i 34 | 1 I 8 A 1 i A

NODE1904-ENGAGING

18-PA-C15-U3 -ENGAGIN(IET] 31 'NODE 1903-ENGAGING
[ 9:-PA-Co8-US0-ENGAGIN

7uao ENEREN 30 | 9PA C13-U30-ENGAGIN(ETY
- PA-C15-U29-ENGAGIN JETI |29 | |20 |

19-PA-C13-U28-ENGAGIN(IER _ 28
27 | 27 27 | | NODE1902 ENGAGING |
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25 NODE1900-ENGAGING
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e aconcon| ' ’ ’
| | 22
e cancou g
20

\
\
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! ] |
‘ 18 _ {
. . | |
‘ \

\

|

NODE2502-ENGAGING

NODE2402-ENGAGING

NODE2501-ENGAGING NODE2401-ENGAGING

NODE2400-ENGAGING




MGHPCC: Massachusetts Green
High Performance Computing Center

Power comes from a hydroelectric plant

Electricity costs 2 of what it does in Cambridge
Building operates 2x as efficiently as Cambridge
LEED Platinum building and operations since 2012
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openDCIM Computer Facilities
Data Center Statistics admin/1o

Search by Name: MGHPCC [ Export’ xmL ]

[ Advanced ] [ Custom Search ] - Composite View of Cabinets

Reports
Rack Request Form
User Administration

Issue Escalation

S——

Project Catalog

Template Management
Infrastructure Management
Bulk Importer

Materiel Management

Power Management
Path Connections
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Office of Research
Computing and Data

:~S$ play hua_rong_dao.wav

In the year 208 Cao Cao led 220,000 troops of the Wei
army to fight against an army of 50,000 Shu troops in a
mountainous area near Chibi in today’s Hubei
province. Because of some strategic errors, Cao Cao’s
troops were badly defeated in the Battle of Chibi, and
he fled with only a handful of his soldiers.

The opening at the bottom of the board is Huarong
Pass. Initially the blocks are arranged as shown here,
with Cao Cao’s block trapped by the other nine. The
player’s job is to slide blocks horizontally and vertically
so that Cao Cao can eventually escape through the
pass.

(Hint: The game can be solved in 81 moves of 25,955)



So, In summatry...
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* Provide a “One MIT” research computing and data infrastructure

* Enable MIT to be competitive for MRI & other $10-S100M+
computationally intensive next generation awards

* Provide a safe, professional and secure environment for
research scientists and their data

* Develop highly skilled technical systems support staff and
research facilitators & engineers to support faculty and
researchers

* Provide significant economies of scale and be a forcing function
for research computing best practices, a safe place for
investments, and USG data requirements

* Direct sustainable core funding to make every dollar count
towards research -- more compute per KW

Be a first-class citizen of science to support MIT’s research mission

"?ﬂ .
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@ :~# finger orcd

Login: orcd Name: Office of Research Computing
Directory: /mit/vpr/orcd Shell: /bin/tcsh
Last login Thur Jan 5 04:56 2023 (EDT) on pts/0 from 192.168.99.5
New mail received Fri Jan 6 05:25 2023 (EST)

Unread since Fri Jan 6 05:24 2023 (EST)

Plan:
Build a great, sustainable, reliable and professional “One MIT”
research computing experience for faculty, staff and students

URL : https://orcd.mit.edu

JAMES CUFF: https://mit.edu/~jcuff

EMAIL: jeuff@mit.edu; fisherp@mit.edu
MAILING LIST: orcd-admin@mit.edu



@ :~# cat ~/acknowledgements. txt

Prof. Peter H. Fisher

Chris Hill

Lauren Milechin Mark Silis

Paul Hsi Jeremy Gregory
Wendy Zhang & Yichen Gao Joe Higgins

Heather Williams Greg Moffatt

Christina Andujar
. Glen Shor

Mary Markel Murphy
Prof. Maria Zuber

The VPR web team & all @ TechSquare Prof. Cynthia Barnhart
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@117 :~S echo ‘echo anyone?’ \
> questions.sh

@1 1 :~S while true; \
do sh ./questions.sh; done
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Office of Research
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About ORCD Work with ORCD  Collaborations Resources News and
Events

MIT Office of Research Computing and Data (ORCD)

[
Related Links i ot M fojn.ORCD
MIT Information Systems and Work with ORCD
Technology (IST)
ORCD Resources ——

News and Events

Massachusetts Green High Per-
formance Computing Center
(MGHPCC)

MIT Libraries Data Services ‘

Jobs at ORCD
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