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Abstract

The upper atmosphere is strongly in!uenced by the convergence of energy, mass, and momentum !ux from coupled but
distant regions. In the polar regions, these sources include not only wave !uxes from the lower atmosphere and vacuum ul-
traviolet !uxes from the sun, but also !uxes of electromagnetic and kinetic energy of magnetospheric origin. Magnetospheric
!uxes can constitute the dominant energy !uxes received by the polar atmosphere above 80 km. The way that the upper at-
mosphere responds to these sources depends on the upper atmospheric state, the type of energy source impacting the upper
atmosphere, and the source’s spatial and temporal scale. Furthermore, the upper atmosphere and ionosphere are electrodynam-
ically and intertially coupled to the magnetospheric energy sources, such that the source type, its magnitude, and its structure
can be altered by the condition and response of the polar upper atmosphere. It is the intention of this paper to elaborate on
this complex interplay between the magnetosphere and the polar regions, with an emphasis on the polar aeronomic behavior
and its in!uence on the magnetospheric sources.
c© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

The transition from a collisionless plasma to a
collision-dominated gas in the Earth’s upper atmosphere
occurs over a relatively short altitude range, largely be-
tween 80 and 200 km. At altitudes above 200 km, where
!in # "i and !en # "e, the ion and electron equations
of motion perpendicular to the magnetic #eld reduce to
the ‘frozen-in-magnetic-!ux” condition of plasma drifting
together in the E × B direction on a common !ux tube.
Descending in altitude, the number of ion and electron
collisions with the neutral gas increases. Even though the
electron–neutral collision frequency is at least an order of
magnitude greater than ion–neutral collision frequency, it is
the ions that feel the initial e"ects of the neutrals and break
their ties with the magnetic #eld. This is the case because
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the ion gyrofrequency is only slightly above 100 rad=s, while
the electron gyrofrequency is 107 rad=s. It is when the ratio
of the collision frequency to the gyrofrequency approaches
or exceeds the value of one that the frozen-in condition is
strongly violated. For ions, this occurs below about 200 km,
while the electrons do not experience a signi#cant departure
from the E×B direction until about 80 km. Thus, this region
represents a transition for the plasma where the in!uence of
the magnetic #eld lines ends and the in!uence of the neutral
gas begins.
This transition region is also host to the convergence of

electromagnetic and kinetic energy (KE) provided by the
magnetosphere. The convergence signi#es a change in mag-
netospheric energy to other forms, such as photons, heat, and
momentum. This conversion process is clearly illuminated
by the aurora. Fig. 1a shows an auroral display over Sondre-
strom, Greenland. The processed image in Fig. 1b shows the
orientation of the magnetic #eld lines and the abrupt cessa-
tion of auroral photons, due to the exponentially increasing
number of collisions with the neutral gas.
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Fig. 1. An auroral display (a) a photograph and (b) a processed
image that illustrates the #eld-aligned structure in the aurora.

The basic physics pertaining to plasma–neutral interac-
tions in the Earth’s ionosphere and thermosphere has been
discussed in many books and journal articles (see Rishbeth
and Garriott, 1969; Kelley, 1989; Brekke, 1997). The funda-
mental transport equations of energy, mass, and momentum
for the ionosphere and thermosphere have also been well
described by Banks and Kockarts (1973) and Schunk and
Nagy (2000), for example. However, an adequate descrip-
tion of the mass, momentum, and energy coupling between
the ionosphere–thermosphere (IT) and the magnetosphere,
particularly at high latitudes, is still lacking. For many years
the polar ionosphere was considered to be a passive recipi-
ent of magnetospheric energy, with the magnetosphere alone
determining how much energy to transfer to the ionosphere.
However, new observational evidence is bringing to light the
fact that the polar IT system is an active participant in deter-
mining how much magnetospheric energy is transferred to
the IT system. This raises the issue that is the central theme
of this paper: How does the state of the polar IT system
in!uence magnetospheric energy !ux?
The paper is organized as follows. In Section 2 we review

the concepts of !ux and !ux convergence as they pertain to
the IT system. In Section 3 we describe the electromagnetic
(EM) energy !ux in terms of Poynting’s theorem and show

how it relates to the aeronomic properties of the ionosphere
and thermosphere. In Section 4 we discuss the convergence
of Poynting’s !ux, its altitude distribution through the iono-
sphere, and the importance of the aeronomic response to the
partitioning of energy into heat and momentum. In Section
5 we present a description of the KE !ux associated with
accelerated electrons and their aeronomic impact through its
convergence of !ux in the thermosphere. In Section 6 we
discuss the interplay between the magnetospheric Poynting
!ux and KE !ux through mathematical relationships and
observations. In the #nal section we summarize the paper,
highlighting the salient points raised in each section.

2. The polar upper atmosphere: a system in !ux

The polar atmosphere in the 80–200 km altitude range is
subject to !uxes of energy from a variety of distant sources.
This energy may be transported by gravity waves from the
lower atmosphere, by solar radiation, by accelerated elec-
trons and protons from the magnetosphere, or by the EM
energy !ux produced from magnetosphere–solar wind inter-
actions. Regardless of their magnitude, these !uxes do not
alter the atmospheric state unless they converge. Recall that
a !ux is a vector quantity whose convergence within a spec-
i#ed volume represents an interaction with the medium, re-
sulting in a reduction in !ux upon its exit. This basic concept
has important consequences in recognizing what sources, or
more importantly what portion of the source spectrum, in-
!uences the upper atmosphere.
A simple example is solar radiation. The irradiance, or

energy !ux, from the sun is greatest at visible wavelengths
near 500 nm. But these visible wavelengths pass through
the upper atmosphere with little convergence and little im-
pact on the region. It is only at wavelengths shortward of
about 200 nm—called the solar vacuum ultraviolet (VUV)
that includes the Schumann–Runge continuum (from 175 to
105 nm), the lyman alpha band near 121 nm, the extreme
ultraviolet (EUV, from 30 to 105 nm), and the soft X-ray
(XUV, from 0 to 30 nm) portions of the spectrum—that the
upper atmosphere responds. The net energy !ux shortward
of 200 nm is ∼ 4 orders of magnitude less than at visible
wavelengths (e.g., Tobiska et al., 2000), but the !ux con-
vergence at these wavelengths maximizes between 80 and
200 km altitude.
The VUV !ux is also highly variable in time, and thus

has a variable impact on the thermosphere and ionosphere,
a"ecting such processes as photoionization and thermal
dissipation. The signi#cance of this variability in this
portion of the source spectrum cannot be understated, as
recently exempli#ed by Solomon et al. (2001) and refer-
ences therein. Through recent measurements of soft X-ray
irradiances, Solomon et al. have proposed a factor of four
increase in the widely used solar XUV !ux of Hinteregger
et al. (1981), shortward of 25 nm. Using this increase in
!ux, Solomon et al. brought into agreement a long-standing
discrepancy between middle-latitude incoherent scatter
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radar measurements of electron density and photoionization
models of the ionosphere.
While solar irradiance is often assumed to be the dominant

source of energy in the sunlit thermosphere, auroral KE !ux
and EM energy !ux can be of comparable magnitude at
polar latitudes, adding an interesting degree of complexity
to the system.
Fig. 2 shows curves of energy deposition rate (equivalent

to negative energy !ux divergence) in !W=m3 for VUV,
KE, and EM !ux over a typical range of known variabil-
ity. The solar VUV !ux used in the calculations are from
data taken by the SEE instrument on the TIMED space-
craft for July 4, 2002. The solar VUV deposition curve has
been computed using the glow model (Solomon et al., 1988,
2001) for the Sondrestrom, Greenland location (67◦N lati-
tude) at local noon during summer solstice (solar zenith an-
gle of 44◦). These conditions correspond to the maximum
expected deposition of solar !ux at this location. The total
vertical attenuated !ux was about 8:3 mW=m2, with 88% of
the total attenuation (7:3 mW=m2) occurring below 200 km.
(By comparison, a calculation by Torr et al. (1980) for so-
lar minimum and 60◦ solar zenith angle produced an en-
ergy !ux estimate of 1:5 mW=m2.) The energy is distributed
broadly with a peak attenuation occurring below 120 km,
primarily due to photodissociation of O2 by the Schumann
–Runge continuum.
Also shown in Fig. 2 is the deposition rate of EM energy

!ux, computed for three di"erent values of electric #eld and
a typical electron density pro#le measured by the Sondre-
strom incoherent scatter radar for noontime, summer sol-
stice, solar maximum conditions (taken July 13, 2001). The
plotted quantity is #pE2, where #p is the Pedersen conduc-
tivity and E is electric #eld magnitude. This quantity gives
the EM deposition rate in the absence of neutral wind e"ects
(discussed further in Section 4). The curves peak at about
120 km and have a slope similar to the VUV deposition
curve above the peak. The shape of the curves is dictated
by the Pedersen conductivity. The peak at about 120 km
corresponds to the altitude where the ion–neutral collision
frequency and the ion gyrofrequency are equal.
At 20 mV=m the total EM !ux and the total solar VUV

!ux deposited below 200 km are comparable (EM !ux ∼
5 mW=m2), and have similar altitude distributions above
120 km. Electric #elds of 20 mV=m are quite common and
can extend throughout the entire sunlit high-latitude iono-
sphere. Thus, the net energy deposited by EM !ux can be
comparable to the net energy deposited by solar VUV !ux
in the polar ionosphere, with the majority of this energy be-
ing deposited at E-region altitudes. During active times, the
electric #eld at high latitudes can easily reach values ex-
ceeding 60 mV=m, in which case the EM deposition rate
can exceed the solar energy deposition rate at nearly all al-
titudes below 200 km.
Although the shape of the EM deposition curve is rela-

tively invariant, the shape of the KE deposition curve de-
pends strongly on the spectrum of energies in the incident

Fig. 2. (a) Height pro#les of energy deposition rates for solar
VUV !ux, EM energy !ux, and KE !ux. The solar VUV energy
deposition rate (qVUV) is for summer solstice, solar maximum
conditions with a solar zenith angle of 44◦. The height-integrated
VUV energy deposition rate from 80 to 200 km is 8:3 mW=m2.
The EM energy deposition rate (qj) is for solar maximum, summer
solstice conditions with electric #elds of 11.5, 20, and 60 mV=m.
Height-integrating qj from 80 to 200 km results in energy !uxes
of 1.7, 5.1, and 46:3 mW=m2 for their respective electric #elds.
The deposition rate of KE !ux (qp) is for characteristic energies of
200 eV and 7 keV. The height-integrated qp from 80 to 200 km
is 2:5 mW=m2 and 35:3 mW=m2 for their respective characteristic
energies. (b) Height pro#les of neutral gas heating rates derived
from the energy deposition rates given in graph a. The heating
e$ciency factors of 1.0 and 0.5 were used for the EM and KE
!uxes. A factor of 0.45 was used for solar !ux shortward of 105 nm
and 0.3 for solar !ux between 105 and 175 nm.

particle beam (discussed further in Section 5). Fig. 2 in-
cludes two representative curves of auroral KE deposition.
These correspond to the two higher-energy distributions in
Fig. 5a of this paper (the lowest energy curve in Fig. 5a
deposits less than 1% of its energy in this altitude range).
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The curve peaking at 110 km corresponds to an accelerated
electron distribution with a characteristic energy of∼7 keV
and a total KE !ux of 36 mW=m2, typical of moderately
bright, visible aurora. For this relatively hard spectrum, 98%
(35:3 mW=m2) of the net energy is deposited below 200 km.
In comparison with the EM curves, this curve has a steeper
bottomside scale height and peaks at a lower altitude.
The other KE deposition curve corresponds to a distri-

bution with characteristic energy of ∼ 200 eV and a total
energy !ux of 7 mW=m2. For this softer distribution only
36% (2:5 mW=m2) of the net energy !ux is deposited below
200 km. An interesting point is that the di"erence between
the two auroral deposition curves decreases with altitude,
crossing over ∼170 km. Soft electron precipitation prefer-
entially enhances Pedersen conductance over the Hall con-
ductance and can, thus, a"ect the dissipation of EM energy
!ux signi#cantly despite carrying little KE !ux.
Each of the sources plotted in Fig. 2 contributes to heat-

ing the neutral gas. In the case of auroral precipitation, the
heating e$ciency is a constant value of ∼ 50% for alti-
tudes below about 200 km (independent of the energy !ux
or characteristic energy) (Rees et al., 1983). Thus, the au-
roral energy lost to heat at a given altitude is obtained by
simply multiplying the auroral curves in Fig. 2 by the factor
0.5. The heating e$ciency for solar VUV !ux monotoni-
cally increases from 30% in the lower E region to 50–60%
in the upper E region, as shown by Torr et al. (1980), but
the actual altitude pro#le depends on the solar cycle through
its in!uence on thermospheric density and composition. A
neutral gas heating e$ciency is generally not applied to EM
energy !ux. It is typically assumed that all the !ux is dis-
sipated as the Joule heating to the neutral gas. However, it
is clear that some energy is transferred to the momentum
of the neutral gas to produce the observed wind behavior
at high latitudes. This will be discussed in greater detail in
Section 3.
Throughout this discussion we have described the energy

deposition rates in units of energy per time per volume.
However, atmospheric mass density decreases exponentially
with height, and consequently, less energy per unit volume
per unit time deposited at higher altitudes can have a signif-
icant impact on those fewer gas molecules and atoms. Thus,
it is possibly more intuitive to convert these energy depo-
sition rates to heating rates in Kelvins per second. To do
so, we invoke the #rst law of thermodynamics such that the
neutral gas heating rate is written as $q=%cp, where cp is the
speci#c heat of the gas at constant pressure (m2=s2=K), %
is the mass density (kg=m3), q is the energy deposition rate
(W=m3), and $ is the heating e$ciency factor. Fig. 2b dis-
plays the heating rates for the energy deposition rates shown
in Fig. 2a. It is clear that weak EM and KE !uxes produce
comparable heating rates to the solar VUV !ux. As the EM
and KE !uxes increase, their heating contribution becomes
signi#cant, particularly below 140 km. The magnitude of
the temperature perturbation rests on the persistence and ac-
tivity level of the EM and KE !uxes.

An important point is that in the above discussion, we
have only considered heat production, not heat loss. To de-
rive the actual thermospheric temperature requires solving
an appropriate equation of energy balance (e.g., Schunk,
1975) which, for the thermosphere, would include radiative
cooling, adiabatic cooling by vertical winds induced by lo-
cal heating, and heat conduction.
Although the deposition rates of VUV, KE, and EM en-

ergy can have comparable magnitudes in the 100–200 km
altitude range, there are critical di"erences in how these
!uxes transfer their energy to the medium. EM !ux, for
instance, is deposited largely as heat in the neutral gas,
while for solar VUV and KE !uxes nearly half of the en-
ergy is lost to ionizing reactions, molecular dissociation
and airglow. Interestingly, the ionization caused by pre-
cipitating particles leads to cooling by producing signi#-
cantly more nitric oxide (NO), which can e$ciently radiate
infrared energy to space (Kockarts, 1980). Indirectly, the
EM !ux also contributes to the production of NO through
the nonlinear temperature-dependent reaction of N(4S) with
molecular oxygen, but in much less proportion than through
particle precipitation (see Roble et al., 1987; Siskind et al.,
1989a, b).
The di"erent ways of processing these energy sources can

also lead to important mutual interactions among the !uxes,
altering not only how and where the energy is deposited,
but possibly the source itself. For instance, in their study
of 9 years of DMSP satellite measurements, Newell et al.
(1996) found that intense aurora is more likely to occur
in darkness than in sunlight. This result demonstrates that
the sunlit ionosphere in!uences the e$cacy with which the
aurora forms (i.e., the partitioning of EM !ux and KE !ux
delivered by the magnetosphere). The precise mechanism by
which this occurs has not yet been established. Such mutual
interactions among VUV, EM, and KE !ux continues to
be an active topic within the community concerned with
magnetosphere–ionosphere (MI) coupling. The topic will
be discussed further in Section 6.
The long polar winters void of sunlight leave the EM and

KE !uxes as the primary sources of energy !ux at high lat-
itudes. The magnitude of these continuous !uxes can vary
on time scales from hours to seconds and over spatial scales
from thousands of kilometers to tens of meters. In the fol-
lowing sections, we will focus on the magnetospheric en-
ergy !uxes prevalent in the polar regions and address the
M–I coupling issues related to EM energy and KE !ux and
the IT aeronomic issues related to their convergence.

3. EM energy !ux into the polar IT system

EM energy !ux represents the !ow of EM energy per unit
time across a unit area perpendicular to the !ow, and is often
termed the Poynting !ux. These synonymous terms origi-
nate from the conservation equation of EM energy derived
directly from Maxwell’s equations by John H. Poynting in
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1884. In its di"erential form, illustrating it as a conservation
law, Poynting’s theorem can be written as
@W
@t

+∇ · S̃ + j̃ · Ẽ = 0; (1)

where S̃ = (Ẽ × B̃)=&0 is Poynting’s !ux vector and W =
(B2=2&0) + ($0E2=2) is the EM energy density for the mag-
netic and electric #elds. In this equation j represents the
current density in A=m2, E is the electric #eld in V/m, B is
the magnetic #eld in Tesla, and $0 and &0 are the permittiv-
ity, F/m, and permeability, henry/m, of free space, respec-
tively. Three terms account for the conservation of EM en-
ergy within a given volume: (1) the time rate of change of
EM energy density; (2) the divergence of the Poynting !ux
vector; and (3) the conversion of EM energy either from or
to other forms of energy, often called the EM energy trans-
fer rate. The theorem applies to all types of EM interactions
from EM waves to static #elds. A few descriptions of its
application to space research are provided by Hill (1983),
Kelley et al. (1991), and Cowley (1991). For a su$ciently
long-term average, the explicit time derivative vanishes, and
we have the familiar result that the conversion of EM en-
ergy to other forms is equal to the local convergence of the
Poynting !ux vector.
In accordance with our discussion of !ux convergence,

we see that Poynting’s theorem speci#es not the energy !ux
vector but only its divergence. Thus, any divergence-free
vector can be added to the Poynting !ux vector without con-
tradicting Poynting’s theorem. Again, as in all other sources
of !ux, the physically signi#cant contribution comes when
there is a divergence or convergence in the !ux vector.
The other profound strength of Poynting’s theorem is that

it links Maxwell’s equations with the fundamental laws of
energy, momentum, and continuity. This proves to be ex-
tremely useful in studies regarding M–I coupling at high
latitudes. The most straightforward way to illustrate this
point is to use the magnetohydrodynamic (MHD) equations,
also known as the center of mass equations, to describe the
macroscopic behavior of the gas. The description of these
equations depends on the reference frame used in de#ning
the velocity moments of the distribution function. In Ap-
pendix A we discuss the di"erence between the MHD ap-
proach and the individual species approach in describing the
transport equations, with an emphasis on the energy equa-
tion.More complete descriptions and discussions concerning
the aeronomic transport equations can be found in the sem-
inal work by Grad (1958), Chapman and Cowling (1970),
Banks and Kockarts (1973), and Schunk (1975, 1977).
In MHD, the gas mixture is de#ned with respect to the

center of mass velocity V de#ned as

Ṽ =
∑

'

n'm'〈Ṽ '〉
n'm'

; (2)

where 〈Ṽ '〉 is the average velocity of species ' (Schunk,
1975). Applied to the thermosphere and ionosphere where
the neutral mass density far exceeds the plasmamass density,

the center of mass velocity is, to a very good approximation,
equal to the neutral wind velocity. The link to Poynting’s
theorem is most easily seen when we express the MHD
energy equation, as applied to the IT system, in the form

j̃ · Ẽ = % D
Dt

(

U +
V 2

2

)

+∇ · ( %%P · Ṽ )

+∇ · q̃T − %Ṽ · g̃− %Q: (3)

This expression equates the EM energy transfer rate to the
time rate of change in the internal energy U , and the KE (di-
rected motion) of the gas; the divergence in the momentum
!ux term, where %%P is the pressure tensor; the divergence in
the heat !ux vector qT; the work done on the gas by gravity
g; and the radiative and chemical energy deposition term Q.
A more complete description of this equation can be found
in Richmond (1983). The EM energy transfer rate term cou-
ples the energy equation to Poynting’s theorem, and there-
fore elucidates how the divergence in the Poynting !ux af-
fects the internal and KE of the neutral gas. Furthermore, it
can be shown through manipulation of the MHDmomentum
and energy equations that the Joule heating rate accounts
for that portion of the EM energy !ux contributing to in-
creasing the internal energy of the gas, that is, temperature,
while the other portion of EM energy !ux is expended on
changing the directed KE of the gas through work done by
electrodynamic forces. A straightforward approach to illus-
trate the partitioning is to perform a nonrelativistic transfor-
mation (a Galilean transformation) of the EM energy trans-
fer rate from the inertial reference frame to one moving at
the center of mass velocity, that is, the neutral wind, assum-
ing that neutral wind accelerations are negligible. The cur-
rent is invariant to a Galilean transformation but the electric
#eld in the reference frame of the center of mass velocity
is Ẽ′ = Ẽ + Ṽn × B̃, where Vn is the neutral wind velocity.
The EM energy transfer rate becomes (Thayer and Vickrey,
1992)

j̃ · Ẽ = j̃ · Ẽ′ + Ṽ n · j̃ × B̃; (4)

where the #rst term is the familiar Joule heating rate and the
second term is the work done by mechanical forces, or the
mechanical energy transfer rate. Expressed in this reference
frame, the EM energy !ux can be clearly partitioned into
terms that have physical meaning and impact the IT system
in di"erent ways (see Thayer et al., 1995; Lu et al., 1995). A
discussion of the Joule heating rate as it pertains to frictional
heating is provided in Appendix A.

4. Convergence of Poynting’s !ux

In integral form, Poynting’s theorem in steady state is
∫

A
S̃ · n̂ da=−

∫

V
J̃ · Ẽ dV; (5)

where the convergence of Poynting’s !ux within the vol-
ume has now been replaced by the surface integral of the
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Fig. 3. Volume depiction of the Poynting !ux entering and exiting
the polar IT system and transferring its energy to other forms, as
indicated by the shaded regions (see text for details).

Poynting vector in the direction of the unit normal vector us-
ing Gauss’ Law. Fig. 3 illustrates this representation by de-
scribing a volume aligned with vertical magnetic #eld lines,
where electric and magnetic #elds, of various scale and ori-
entation, result in Poynting !ux vectors directed into and
out of the volume. This representation can be used through-
out the magnetosphere and ionosphere to evaluate the !ow
and conversion of EM energy within speci#c volumes. In
applying this theorem to energy deposition in the IT system,
the volume integral of Poynting’s theorem extends from the
top of the upper ionosphere, say 1000 km, to the base of
the ionosphere over a unit area. Evaluated at each of the
four surfaces, the top surface has a #eld-aligned compo-
nent of the Poynting vector directed along the magnetic #eld
and antiparallel to the unit vector b. Very little of this en-
ergy passes through the base of the ionosphere, and, at large
scales, most of this !ux converges in the E region and is
converted to heat and momentum. Poynting !ux directed out
of the top of the volume may occur through the generation
of EM energy by the neutral wind dynamo process. There is
also a large Poynting vector perpendicular to the magnetic
#eld, or parallel to the unit vector n, entering and exiting
the side surfaces of the volume. The majority of this !ux is
divergence free, being produced by the conservative mag-
netospherically imposed electric #eld and the background
magnetic #eld. However, some convergence or divergence
may occur, due, for example, to #eld-aligned perturbation
magnetic #elds produced on the edges of electrojet currents.
At small scales, typically less than 10 km and/or time

scales less than 1 min, the Poynting !ux may re!ect o" the
ionosphere and be redirected out of the volume producing
little local dissipation (i.e., Alfv&en waves) or the Poynting
!ux may be dissipated at higher latitudes along the magnetic
#eld line. At these scales, the #eld-aligned conductivity must
be considered (e.g., Farley, 1959; Bostr'om, 1976; Heelis
and Vickrey, 1991). Bostr'om (1976) modeled this increase

in parallel impedance, and the concomitant attenuation of
the electric #eld, as a function of spatial and temporal scale
size. Heelis and Vickrey (1991) investigated the dissipation
of EM energy at these small scales. Field-aligned electric
#elds are associated with the attenuation of the magneto-
spheric potential, determined by the scale size of the electric
#eld and the Pedersen to direct conductivity ratio. The total
energy dissipation and its distribution, at these small scales,
becomes very dependent on these mapping properties and
can lead to energy dissipation at higher altitudes along the
magnetic #eld.
It is also important to understand that not all variabil-

ity in the ionospheric electric #eld is simply imposed by
the magnetosphere. For example, small-scale intense electric
#elds are known to exist in the vicinity of auroral arcs (e.g.,
Marklund, 1984) and have even been observed to follow in-
dividual arc elements (Lanchester et al., 1996). Such #elds
must be associated with polarization charges set up through
intense #eld-aligned currents. Other processes in the highly
dynamic polar ionosphere can lead to electric #eld struc-
turing on even smaller scales (e.g., Heppner, 1977; Sugiura
et al., 1982; Ganguli et al., 1994). Such electric #eld pat-
terns, when embedded in larger-scale regions of downward
Poynting !ux, will a"ect the rate of EM energy dissipation
(e.g., Codrescu et al., 2000) and may in fact a"ect the mag-
netospheric source itself (Lysak and Song, 2002). Some ob-
servational evidence for this is discussed in Section 6.
If it is assumed that all the Poynting !ux is being dissi-

pated below a spacecraft measurement of the #eld-aligned
Poynting vector, with no horizontal divergence in Poynting
!ux and no time-dependent changes in EM energy density
(such as those due to Alfv&en waves), and the measurement
is below the acceleration region of the magnetosphere, then
this measurement represents the net EM energy !ux being
dissipated in the IT system. This was the basic premise that
Knudsen (1990), Kelley et al. (1991), and, later, Gary et al.
(1994, 1995) used to evaluate the so-called DC Poynting
!ux from the HILAT and DE-2 spacecraft measurements
of the horizontal electric #eld and magnetic #eld perturba-
tions. The outcome of these studies demonstrated the utility
of applying this approach to the IT system.

4.1. Altitude distribution of Poynting !ux convergence

The altitude distribution of the convergence of Poynt-
ing’s !ux in the IT system can be related to the vertical
pro#le in the EM energy transfer rate, j̃ · Ẽ, in units of en-
ergy density, typically !W=m3, if we assume quasi-static
#elds, as stated in Eq. (5). This has been accomplished
through incoherent scatter radar measurements (e.g., Brekke
and Rino, 1978; Thayer, 1998a, b, 2000; Fujii et al., 1998,
1999). Further approximations have been made to estimate
this quantity by assuming no neutral winds, reducing the en-
ergy transfer rate to #pE2, and assuming all of its energy is
deposited as heat (as was done in generating Fig. 2). Fig. 4
illustrates an altitude comparison between j̃ · Ẽ and #pE2
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Fig. 4. Ground-based radar measurements of (a) E-region electro-
magnetic energy deposition rate, with neutral winds (solid line)
and without (dashed line); and (b) neutral gas heating rates derived
from curves presented in graph a.

estimates of the EM energy !ux as measured by the Sondre-
strom incoherent scatter radar. The neutral wind is implic-
itly accounted for by measuring the current density directly
when evaluating j̃ · Ẽ; see Thayer (1998a, 2000). Clearly,
the e"ect of wind is structured with height, with little in-
!uence on deposition rates below 120 km. However, above
120 km the two estimates are signi#cantly di"erent, with the
winds acting to reduce the amount of energy deposited by
signi#cantly impacting the current magnitude and direction
with respect to the electric #eld.
The heating rate in Kelvins per second is given in Fig. 4b

for the EM energy transfer rates shown in Fig. 4a, assuming
that all the EM energy !ux is converted to heat. It is clear

that the heating of the neutral gas in the topside E region is
a factor of 3 smaller, due to the e"ects of the neutral wind
on the current. Thus, the wind behavior, with height and
time, plays a critical role in determining energy deposition
and subsequent heating. This has been inferred from results
published by Thayer (1998a, b, 2000) and Fujii et al. (1998,
1999). Recent wind observations from the WINDII instru-
ment on UARS also illustrate strong topside E-region wind
behavior at high latitudes, in excess of 400 m=s, during ac-
tive times (Zhang and Shepherd, 2002).
Whether all or only a portion of the Poynting !ux con-

verging in the E region is converted to heat is critical to
understanding the global IT system response to this energy
source. Thayer and Vickrey (1992) demonstrated that the
Poynting !ux is partitioned between Joule heat and mechan-
ical energy with thermospheric winds playing a key role. Lu
et al. (1995) used the IT general circulation model (inher-
ently large scale) to assess the partitioning of Poynting !ux,
and found that almost all of the energy, after integrating over
the hemisphere, is converted into Joule heating (94%), with
the remainder going into mechanical energy of the neutral
gas. However, locally the partitioning to Joule heat can be
less depending on the localized neutral wind #eld (Thayer
et al., 1995).
It has been shown, for example, by Mayr and Harris

(1978; see also the references cited), that changes in tem-
perature, composition, and wind are dramatically di"erent
when driven by a heat source as compared to a momentum
source. Given an external heat source such as Joule heat-
ing, the temperature increase produces a pressure #eld that
leads to divergent wind !ow. This divergent wind !ow is
very e$cient in creating composition changes. A momen-
tum source, such as that imposed at high latitudes by iono-
spheric convection, produces weak divergent wind !ow and
consequently little temperature and composition change. In
their model simulations, Mayr and Harris (1978) found the
momentum source of ionospheric convection to be more
than 20 times less e"ective for density variations and 100
times less e"ective for temperature changes than when Joule
heating is considered as the source. Moreover, Joule heating
causes an increase in the temperature and density of heav-
ier atmospheric constituents such as molecular nitrogen and
oxygen, as well as a decrease in density of the lighter con-
stituents such as atomic oxygen and helium. The momen-
tum source resulted in small temperature and composition
changes that were basically in phase with each other.
The scale size of the Poynting !ux and its partitioning to

heat and momentum are also important, as theoretical in-
vestigations of the thermospheric response to high-latitude
heat and momentum sources have indicated a dependence
on the scale size of the source (Mayr and Harris, 1978).
Larsen and Mikkelsen (1983), who applied the theory of
geostrophic adjustment to support the numerical results of
Mayr and Harris, found that the response of the divergent
wind #eld increases as the scale size of the forcing increases.
Meanwhile, the response of the rotational wind component
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becomes greater as the scale size of the forcing decreases.
The scale sizes are related to the Rossby radius of deforma-
tion, a fundamental horizontal length scale in atmospheric
dynamics over which the mass and momentum #elds adjust
to forces of speci#c size. Larsen and Mikkelsen (1983) have
shown the Rossby radius of deformation to vary from greater
than 600 km in the E region to 200 km in the F region. For
forces exceeding the radius of deformation, the mass #eld
adjusts and the wind #eld follows in response to the change
in pressure. In other words, as the scale size of Joule heating
increases the thermosphere responds by producing signif-
icant changes in composition and stronger divergent wind
#elds. On scale sizes smaller than the Rossby radius, the
Lorentz force becomes more e$cient in generating a rota-
tional wind #eld, with the mass adjusting accordingly. Thus,
we must be careful and remind ourselves that the source of
Poynting !ux is a spectrum of temporal and spatial scales
that may be processed di"erently by the neutral gas.

5. KE !ux into the polar IT system

The polar regions of the Earth are subject to constant
bombardment by charged particles covering a broad spec-
trum of energies. These particles dissipate their KE through
a series of collisions that ionize, excite, and heat the atmo-
spheric gases and produce the optical aurora. In the polar
cap, the particle !ux may originate on open #eld lines, pro-
ducing cusp aurora and polar cap arcs. Within the auroral
oval there exists a continuous !ux of hot thermal electrons
and protons resulting from pitch angle di"usion of plasma
sheet particles into the ionospheric loss cone, producing the
di"use aurora. The most energetic and intense !uxes, how-
ever, are carried by electrons that have been accelerated to
thousands of electron volts along their trajectory from the
magnetosphere to the ionosphere. This acceleration process
produces the discrete aurora. The downward KE !ux in the
discrete aurora can exceed the downward Poynting !ux lo-
cally (as shown in Fig. 2). Its convergence in the IT system
is the primary focus of this section.
First, let us precisely de#ne KE !ux in the auroral context.

Measurements of the auroral acceleration region (AAR)
have shown that it is well approximated by an electrostatic
potential drop. A potential drop ( imposed on a collision-
less neutral plasma will accelerate charged particles to av-
erage drift velocity |v| =

√

2e(=m (assuming e( * kT ).
The net KE !ux (W=m2) carried by the accelerated beam
is K̃ = %(|v|2=2) · v, where % is the particle mass density.
The KE !ux in the electron beam will exceed that of the
oppositely directed ion beam by a factor of

√

mi=me (equal
to 42 for a proton plasma). Thus, electrons carry¿ 97% of
the total KE !ux produced in the AAR.
The number !ux of electrons produced by the imposed

electrostatic potential drop will exceed that of the ions by
the factor ve=vi, which is also equal to

√

mi=me. Thus, elec-
trons also carry most of the electric current in the AAR. This

means that a measurement of the net number !ux of down-
going accelerated electrons below the AAR provides a good
estimate of the upward #eld-aligned current carried within
an auroral arc (e.g., Evans et al., 1977; Lyons et al., 1979).

5.1. Convergence of KE !ux

As stated earlier, KE !ux and Poynting’s !ux are dis-
sipated in fundamentally di"erent ways in the IT system.
While both !uxes heat the neutral gas, KE !ux also ionizes
and excites the gas. The ionizing reactions alter the iono-
spheric conductivity which, in turn, may in!uence the fu-
ture partitioning between Poynting’s !ux and KE !ux. It is,
therefore, critical to understand precisely how and at what
altitude auroral KE !ux is dissipated.
Let us consider a single electron with velocity v imping-

ing the top of the atmosphere. This primary electron suf-
fers a series of elastic and inelastic collisions, producing
numerous secondary electrons and eventually thermalizing
to the ambient ionospheric plasma. First-principle models
of the electron transport and degradation process have been
presented by several authors (e.g., Strickland et al., 1989;
Lummerzheim and Lilensten, 1994). For the present discus-
sion, however, we wish to determine the partitioning of the
incident KE among the processes of ionization, excitation,
and heating.
Following Dalgarno (1962), we de#ne the average energy

deposited per ion–electron pair produced,

Wion ≡ E=NT(E); (6)

where NT(E) is the total number of ion–electron pairs of any
type produced by the absorption of an electron with initial
energy E into the atmosphere. It so happens that for a given
substance, Wion is largely independent of the mass, charge,
or velocity of the impinging particle. This e"ect can be ac-
counted for theoretically. A more remarkable fact is that
Wion is also relatively insensitive to the ionizing potential,
regardless of whether the substance is gas, liquid, or solid.
This observational result has no general theoretical expla-
nation, but the reader is encouraged to read Fano (1946) for
a detailed semi-quantitative discussion.
Dalgarno (1962) has summarized Wion for a variety of

gases: for N2, Wion = 37 eV; for O2, Wion = 33 eV; for O
the appropriate measurement has not been made, but we
may assume it has about the same value as the other major
atmospheric species. Using a typical air mixture at 100 km,
Wion = 36 eV; at 200 km, Wion = 35 eV. A value of Wion =
35:5 eV is reasonable for the 80–200 km altitude range,
where the majority of auroral energy is dissipated.
Note that Wion exceeds the ionizing potential of each

species by about a factor of two. A quantitative estimate
of this ionization e$ciency may be computed from a
weighted average of ionization-excitation potentials for the
dominant atmospheric species in the 80–200 km altitude
range. Assuming the atmosphere comprises O, N2, and O2,
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the ionization e$ciency is given by

)ion =
NO

∑

i biwi + NO2
∑

j bjwj + NN2
∑

k bkwk
Wion(NO + NO2 + NN2)

; (7)

where N refers to the species number density, b is the
branching ratio, and w is the ionization potential. The sum-
mations are over all the allowable excited states achieved in
the ionizing reaction. The relevant branching ratios and ion-
izing potential are given in Table A4.1 by Rees (1989). Us-
ing the atmospheric densities at 150 km derived from MSIS
for the conditions applied in Fig. 2, Eq. (7) gives an ioniza-
tion e$ciency of ∼45%.
Since excited states are produced in both ionizing and

nonionizing reactions, it is not possible to explicitly distin-
guish the excitation e$ciency from the ionization e$ciency.
However, if we take the average excitation potential to be
∼2 eV, then the excitation e$ciency should be ∼5%.
The remaining “wasted” energy is deposited as heat in

the neutral gas (a small amount is also lost in molecular dis-
sociation reactions, which produce no local heating). Rees
et al. (1983) have studied the neutral gas heating e$ciency
for auroral precipitation. Below 200 km they estimated the
heating e$ciency to be ∼ 50%; above 200 km the heating
e$ciency drops o" in a roughly linear fashion to ∼ 5% at
400 km.
In summary, the partitioning of auroral KE !ux in the 80

–200 km altitude range is roughly 50% heating, 45% ion-
ization, and 5% optical production.

5.2. Auroral ionization

We now consider the distribution of ion production along
the auroral !ux tube threading the polar atmosphere. The
invariance of Wion with composition and incident energy

Fig. 5. (a) Three examples of downward di"erential number !ux spectra near the polar cap boundary during substorm recovery, measured
by the FAST satellite. (b) Corresponding ion production rate pro#les computed from laboratory measurements of electron penetration
in air (Rees, 1963): ion production rate is shown on the lower abscissa, and the energy deposition rate is shown on the upper abscissa.
(c) Corresponding ionospheric density at t = +3, 6, 10, 20, 40, and 60 s, computed numerically from Eq. (8).

means that the shape of the energy deposition curve depends
only on the altitude distribution of mass density in the atmo-
sphere (e.g., Rees, 1963; Vallance-Jones, 1974; Rees, 1989).
Rees (1963) used this fact, along with laboratory measure-
ments of electron absorption in air, to develop a method for
computing the energy deposition function for an arbitrary
incident electron beam. A computation of this type is shown
in Fig. 5. Fig. 5a gives three curves of energy versus di"er-
ential number !ux. These spectra were measured by the ESA
instrument on the FAST satellite as it approached the pole-
ward boundary of an active auroral oval. The dashed curve
is a typical “bump on tail” distribution associated with visi-
ble discrete aurora. The solid curve has a lower characteris-
tic energy but higher number !ux. The lowest energy curve
is typical of the intense #eld-aligned distributions often ob-
served on recently reconnected #eld lines at the nightside
polar cap boundary.
Fig. 5b gives the corresponding ion production pro#les

for these representative spectra, computed with the MSIS
neutral atmosphere model for moderately active conditions
at Sondrestrom in winter, and the unidirectional energy dis-
tribution function computed by Rees (1963). The upper ab-
scissa gives the energy deposition rate derived by dividing
the lower abscissa by 35:5 eV and converting to !W=m3.
Once the ion production pro#le is de#ned, the time-

dependent response of ionospheric density can be computed
from an appropriate continuity calculation. At altitudes be-
low 200 km, ionospheric continuity can be approximated
by the expression

dNe(z)
dt

= P(z)− '(z)N 2e (z); (8)

where P is the ion production rate, and ' is the e"ective
recombination coe$cient. Fig. 5c gives the ionospheric re-
sponse computed with the expression for ' given by Vickrey
et al. (1982). The simulations start with a uniform initial
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density of 1 × 1010 m−3, and pro#les are shown at t = 3,
6, 10, 20, 40, and 60 s. For the highest energy distribution
(dashed line), the peak density occurs at ∼ 110 km and
steady state is reached within ∼5 s. The other distributions
do not reach steady state in the 60 s time period shown, but
do demonstrate that a signi#cant enhancement in F-region
density can be created by auroral precipitation, provided
the auroral source remains stationary for tens of seconds.
For instance, for the solid pro#le the density increases by a
factor of 2 within ∼15 s; for the dashed-dot pro#le a factor
2 increase requires nearly 1 min.
We note that although Eq. (8) is not appropriate for the

F-region in general, it is a valid model for the 1 min time
duration shown. The mean lifetime of an ion above 180 km
is ¿ 60 s (Chamberlain and Hunten, 1987). This is longer
than the entire simulation time shown in Fig. 5c. For this
period, the right-hand side of Eq. (8) is dominated by P.
For longer periods, however, one must consider atom–ion
interchange reactions (i.e., so-called * chemistry).
Fig. 5 suggests that there should, in general, be an

observable time lag between auroral luminosity and the
ionospheric density response. This lag can be quanti#ed
using simultaneous optical and radar measurements in
the magnetic zenith. Fig. 6 compares the luminosity of
the N2 #rst positive group (1PG) in the magnetic zenith,
with

∫∞
0 'N 2 @z, computed from incoherent scatter radar

(ISR) measurements at 1 s intervals (Semeter and Doe,
2002). For this auroral surge event, most of the KE was
deposited below 150 km, where N2 is the dominant neu-
tral species. As such, the N2 1PG brightness is a reason-
able proxy for the ion production rate. The discrepancy
between the two estimates is most extreme when either
the background density is low (¡ 02 : 28 : 00 UT) or
when the source is highly variable (e.g., 02:28:15 UT). In
general, however, the curves track reasonably well. This
implies that for hard precipitation, ISR measurements can
be used to compute the altitude pro#le of ion production

Fig. 6. Height-integrated ion production rate computed optically
(solid line) and using ISR measurements of electron density
(dashed line), illustrating the time lag of the ionospheric response
to an auroral source.

rate and, hence, auroral energy deposition rate:

$(z) =Wion'(z)N 2e (z): (9)

Eq. (9) prescribes how one goes “backward” from Fig.
5c to b. In some cases, the incident electron spectrum
(Fig. 5a) may also be recovered using eigen decomposition
techniques (Brekke and Hall, 1989), although the solution
is often not unique.
Finally, we note that the above discussion pertains only

to electrons whose energy exceeds ∼70 eV. At lower ener-
gies, electron trajectories are signi#cantly perturbed in the
ionizing collisions (see the experimental results of Barrett
and Hays, 1976). The net e"ect is that low-energy electron
beams deposit their energy preferentially at higher altitudes
than predicted by the method of Rees (1963). This suggests
that soft precipitation may be a more important source of
F-region ionization than is commonly believed.

6. Interaction between Poynting and KE !uxes

The separate treatments of Poynting !ux and KE !ux in
the previous sections follows, in a broad sense, the gen-
eral approach in the literature, where papers discuss Joule
heating and particle heating as separate sources of energy
with di"erent in!uences on the IT system. However, these
sources are intimately linked in the magnetosphere and de-
pendent on the state of the IT system. Hence, the precondi-
tioning of the thermosphere and ionosphere (set up by the
convergence of other sources of !ux, like solar irradiance),
the change in the IT state after the interaction with magneto-
spheric !uxes, and the electrodynamic connection between
the IT system and the magnetosphere, can act to change
the amount and possibly the type of !ux being provided by
the magnetosphere. Indeed, an entire class of auroral mod-
els is based on feedback between Poynting’s !ux and KE
!ux (Atkinson, 1970; Sato, 1978; Lysak and Song, 2002).
In this section we review observational evidence related to
mutual interactions between Poynting’s !ux and KE !ux.
Under the so-called perfect MI coupling, KE !ux is neg-

ligible and the #eld-aligned current has exactly that magni-
tude required to dissipate the Poynting !ux delivered by the
magnetospheric generator to the IT system. However, there
is a limit to the magnitude of the #eld-aligned current that
can be carried by the magnetospheric plasma (computed the-
oretically by Knight, 1973). When this limit is exceeded, a
#eld-aligned potential drop of tens of kiloelectronvolts can
appear at an altitude of 1.5 to 3 Re.
In this work we are not concerned with the physics gov-

erning the formation of the AAR, but rather with its bulk
characteristics in terms of convergence and divergence
of energy. A simple expression linking the two magne-
tospheric energy !uxes can be derived as follows. If we
assume that the only force on the magnetospheric plasma is
the Lorentz force, the ion and electron momentum equations
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take the general form

mDṼ
Dt

= q[Ẽ + Ṽ × B̃]: (10)

Multiplying both sides by velocity and plasma number den-
sity leads to the KE equation

D
Dt

(

%|Ṽ |2

2

)

= qNeṼ · Ẽ = j̃ · Ẽ: (11)

Expanding the total derivative and assuming the plasma is
incompressible, that is, ∇̃ · Ṽ =0, results in the expression
@
@t

(

%|Ṽ |2

2

)

+∇ ·
(

Ṽ %|Ṽ |2

2

)

= j̃ · Ẽ: (12)

Substituting for j̃ · Ẽ in Eq. (1) produces the conservation
equation
@(W +M)

@t
+∇ · (S̃ + K̃) = 0; (13)

whereM is the KE density of the plasma and K̃ is the KE !ux
vector. This equation demonstrates the interplay between the
plasma and the #elds and can be used to provide a general
description of the magnetosphere (Hill, 1983). In essence,
regions where the KE of the plasma is increasing come at the
expense of the energy contained in the EM #elds. In steady
state, a divergence in KE !ux must always be accompanied
by a convergence in Poynting !ux; and an electric #eld
and current must be present wherever this energy transfer is
taking place. Observations have demonstrated that such an
adiabatic exchange of energy between #elds and particles
is in fact a good approximation for the AAR (McFadden
et al., 1999).
Keiling et al. (2002) used POLAR spacecraft measure-

ments to compare the downward Poynting !ux carried by
Alfv&en waves at 4–6 Re (above the AAR) with KE !ux
derived from auroral luminosity at the satellite footprint.
The 40 events they studied showed good correlation be-
tween the Alfv&enic Poynting !ux and auroral KE !ux, thus
supporting the adiabatic energy conversion hypothesis. The
range of Poynting’s !ux magnitudes was between 0.01
and 1:0 mW=m2, which corresponds to 1.25–125 mW=m2

when mapped to the ionosphere. These limits are in the
normal to extreme range of the Poynting !ux values ob-
served by ground-based radars (e.g., Thayer, 2000). The
radar technique has spatial resolution of ∼ 100 km and
temporal resolution of ∼ 5 min, suggesting that the E and
"B perturbations are associated with large-scale convection
patterns and large-scale currents, respectively (often re-
ferred to as the DC Poynting !ux). POLAR estimates of the
Poynting !ux are associated with small-scale perturbations
in E and B related to Alfv&en waves. Collectively, the ob-
servations suggest that DC Poynting !ux is mapped to the
ionosphere unimpeded, while the Alfv&enic Poynting !ux
converges in the AAR, leading to a divergence in KE !ux
and the acceleration of auroral electrons as implied by
Eq. (13).

Fig. 7. (a) Schematic illustration of electromagnetic energy conver-
sion in the AAR, consistent with satellite and ground-based mea-
surements of discrete aurora in the pre-midnight sector. (b) Rocket
measurements of Poynting !ux and kinetic energy !ux across an
arc boundary below the acceleration region (Evans et al., 1977).

The generation of parallel electric #elds by the Alfv&en waves
has for some time been a suggested acceleration mechanism
of auroral electrons (e.g., by Hasegawa, 1976).
Fig. 7a presents a model for adiabatic energy conver-

sion in the AAR, similar to that presented by Mozer et al.
(1980). The potential contours are qualitatively consistent
with satellite and ground-based measurements of discrete
aurora in the pre-midnight sector. Above the AAR, magne-
tospheric energy is transported as downgoing Poynting !ux.
The !ux is strongest near the equatorward edge of the AAR
(the upstream side of the convection electric #eld), where
an enhancement in Joule dissipation is often observed in the
ionosphere (Marklund, 1984). Within the AAR there exists
a negative j̃ · Ẽ whose magnitude is equal to the conversion
rate of Poynting !ux to KE !ux. The existence of a parallel
electric #eld, in both the upward and downward current re-
gions, is now an established experimental fact (e.g., Mozer
and Hull, 2001; Ergun et al., 2001). As a result, electrons
and ions are accelerated, yielding a vertical gradient in KE
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!ux that balances the local convergence of Poynting !ux
within the volume. The upward current induces a perturba-
tion magnetic #eld and hence a perpendicular component to
the Poynting vector, S̃⊥ = Ẽ‖ × +B̃⊥. In a U-shaped poten-
tial pattern S̃⊥ converges toward the center. This conver-
gence is required because K̃‖ maximizes at a point where
Ẽ⊥ (hence S̃‖) goes to 0. In an S-shaped potential pattern
there will also be an S̃⊥, but it need not be convergent.
Fig. 7b shows an ionospheric measurement below the ac-

celeration region that is consistent with this model. The plot
shows Poynting !ux and electron KE !ux derived by Evans
et al. (1977) from sounding rocket measurements across an
auroral arc boundary. An enhancement in Poynting !ux is
observed near the equatorward edge of the arc. As the rocket
traverses the arc boundary, there is a smooth transition from
Poynting !ux S̃ to KE !ux K̃ , with no abrupt change in
the net energy, S̃ + K̃ . Recent measurements from POLAR
(Mozer and Hull, 2001) and FAST (Ergun et al., 2001)
suggest that such U-shaped potentials are likely embedded
within larger-scale regions of S̃‖. If this is true, then the in-
crease in K̃ represents a “bite out of” the large-scale region
of S̃, and the strict anticorrelation in Fig. 7b projects the ef-
#cient #eld-aligned energy conversion process suggested by
Eq. (11). Patterns such as this have been observed in other
rocket experiments (e.g., those of Primdahl and Sandahl,
1987; Kletzing et al., 1996).
Fig. 8 presents another way of observing the relative inter-

play between the Poynting !ux and KE !ux, this time using
ground-based ionospheric measurements. The plot shows
ISRmeasurements recorded from a #xed position looking up
the magnetic #eld line during the formation of an auroral arc.
The ion temperature is directly proportional to the square of
the electric #eld in the neutral reference frame (see Appendix
A); the electron density enhancement at 111 km is caused
by precipitating electrons, and can be related to the local en-
ergy deposition rate by Eq. (9). These measurements provide
reasonable proxies for simultaneously monitoring changes

Fig. 8. Sondrestrom IS radar measurements of ion temperature
(Ti) and electron density (Ne) recorded during the formation of an
auroral arc in the magnetic zenith.

in the Poynting !ux and KE !ux via ground-based radar.
The anticorrelation between Ti and Ne is the ionospheric
manifestation of an energy conversion boundary (temporal
in this case) similar to the one presented in Fig. 7b. The time
resolution of the measurement is 5 min in this case, but new
ISR modes are increasing that time resolution to 1 min or
less (e.g., Semeter and Doe, 2002). Similar anticorrelations
have been observed using radar measurements of the full
electric #eld vector (e.g., see Vickrey et al., 1982; Robinson,
1984; Sugino et al., 2002). However, there are also times
when electric #elds and conductances are not anticorrelated
(e.g., see Marklund, 1984), and the model presented in
Fig. 7a may not always be applicable.
This relationship between !uxes can also be investigated

using measurements from a satellite in a high-inclination,
low-altitude (¡1000 km) orbit. Newell et al. (2001), for
instance, have compiled a statistical study of KE !ux enter-
ing the topside ionosphere for a complete solar cycle. Their
results illustrate a large di"erence between the frequency of
intense aurora in sunlight and in darkness, and a slightly
lower occurrence rate of intense aurora at solar maximum
than minimum. These results suggest that the state of the
ionosphere, presumably due to changes in the solar VUV ir-
radiance, has an impact on the mechanisms responsible for
auroral acceleration. It is unclear whether the impact on the
AAR is due to the di"erence in ionospheric conductance or
due to a di"erence in the amount of plasma available within
the AAR, but the evidence for some form of mutual interac-
tion between the ionospheric state and the magnetospheric
source is strong.
A less publicized statistical study involved the direct satel-

lite monitoring of #eld-aligned Poynting !ux entering the
ionosphere. Gary et al. (1995) used 576 orbits over the
2-year lifetime of the Dynamics Explorer-2 spacecraft to es-
timate the #eld-aligned Poynting !ux. They found that day-
side values of the Poynting !ux directed into the ionosphere
were 20–50% higher than nightside values. This result, com-
bined with the Newell et al. (2001) results, is suggestive of
a large-scale anticorrelation in Poynting !ux and KE !ux.
However, very few ionospheric satellite studies have directly
measured and contrasted the two energy !uxes. One such
unique satellite study was that of Kelley et al. (1991), whose
Fig. 5 also indicates an anticorrelation in the two !uxes. The
anticorrelation in !uxes supports the general idea that Poynt-
ing !ux is the energy source for the generation of aurorally
accelerated electrons that is manifested in the ionosphere as
KE !ux.

7. Summary

This paper has discussed the convergence of energy !ux
in the transition region, the 80–200 km altitude range, of the
polar atmosphere, with an emphasis on magnetospheric elec-
tromagnetic and kinetic energy !uxes. From an aeronomic
perspective, the convergence of !ux drives the physics and
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chemistry of the polar ionosphere and thermosphere system.
From a magnetospheric perspective, this thin transition re-
gion, from collisionless to collision dominated, represents
an electrodynamic boundary condition that dictates the nec-
essary balance between plasma density and cross-#eld ion
mobility to allow #eld-aligned currents to close. Understand-
ing the physics and chemistry of this transition region and
the processes that govern currents, conductivities, and #elds
in this domain is of central importance to MI coupling re-
search.
We have shown that, at polar latitudes, the rate of en-

ergy deposition in the 80–200 km altitude range by magne-
tospheric !uxes can often exceed the rate of energy deposi-
tion by solar VUV radiation. Di"erences in how this energy
is deposited lead to mutual interactions among the !uxes,
in!uencing not only how and where a !ux is deposited, but
also the source region itself.
An important issue raised in this paper is the intimate re-

lationship between the electromagnetic and kinetic energy
!uxes. Because these sources have such di"erent spatial and
temporal behavior and impact the thermosphere and iono-
sphere in very di"erent ways, it is imperative for the #eld of
polar aeronomy that their physical interplay be understood,
and their input into the high latitude regions be routinely
and accurately measured. It is also a challenge to the polar
aeronomic community to resolve the issue concerning the
role of the upper atmosphere in modifying the !ux of en-
ergy from the magnetosphere. The thermosphere (represent-
ing the neutral gas winds, composition, and temperature)
continues to be a challenge in understanding its response
to the various !uxes, with progress inhibited by our limited
ability to adequately measure these basic neutral state pa-
rameters. This situation is further exasperated by the infre-
quent and, at times, indirect monitoring of magnetospheric
energy !ux, particularly the Poynting !ux, even though it
represents a primary source of energy to the high latitudes
and has global implications. The continued model develop-
ment and the planned advancements in ground-based and
space-based observations of the IT system provide hope that
these issues will ultimately be resolved.
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Appendix A.

The term Joule heating rate has been expressed in
many forms within the literature; here we express it as a

height-resolved quantity in units of !W=m3:

j · E′; #pE′2;
j2

#c
;

where j is the ionospheric current density, E′ is the elec-
tric #eld in the reference frame of the neutral gas, #p is the
Pedersen conductivity, and #c is the Cowling conductivity.
These terms are all equivalently equal to the Joule heating
rate. However, the di$culty of observing these quantities si-
multaneously and the necessity to determine the Joule heat-
ing rate parameter because of its signi#cant impact on the
IT system, sometimes lead to signi#cant approximations to
the above expressions. There are many and various ways
of approximating the Joule heating rate, depending on the
type of measurement set available, often with little means
of determining the accuracy of their assumptions (e.g., de la
Beaujardi(ere et al., 1991; Rich et al., 1987, 1991; Kamide
and Kroehl, 1987).
One particular approximation that has stemmed from

theoretical considerations and con#rmed through measure-
ments is the frictional heating rate and its equivalence to
the Joule heating rate (cf. St. Maurice and Schunk, 1981;
Killeen et al., 1984). However, confusion continues to arise
in discussions of these two terms. The confusion relates
to the origin of the two terms and the di"erent de#nitions
of their reference frames. The Joule heating rate is a term
in the MHD internal energy equation that accounts for
the conversion of EM energy into thermal motion of the
gas. It is a positive de#nite quantity that is often likened
to Ohmic heating in a wire. The frictional heating rate is
a term in the individual species description of the energy
equation. It typically relates to the interaction between the
relative drift velocities of ions and neutrals. It is generated
from measurements of the appropriate velocity moment of
the Boltzmann collision integral and then evaluation of the
integral, assuming that the species distribution function is
described by a Maxwellian (equivalent to a #ve-moment
approximation: see Schunk (1975) for a more thorough
discussion). Thus, the two terms have distinctly di"erent
origins: A general understanding of the MHD approach
and the individual species description is required. The best
approach is to study the early work on this subject, as
referenced in Section 3. Here, we will provide a general
distinction between the two systems.
Owing to the de#nition of the center of mass velocity, one

can obtain the MHD system of equations from the individual
species equations by summing each species’ equation over
all constituents. The MHD equations are based on the single
!uid concept, so that all the terms in the MHD equations
re!ect the total description of the gas or plasma, that is, the
total mass, total momentum, and total energy of the system.
However, the individual species’ equations contain terms
that re!ect the species description within the gas or plasma,
which may not a"ect the behavior of the gas or plasma as a
whole. Thus, terms in the individual species equations may
cancel out when summed over all constituents. For example,
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in the energy equation described by the individual species
approach, the temperature is de#ned relative to the species’
own drift velocity, so any collision will a"ect the internal
energy of that particular species. However, in the MHD ap-
proach the collision terms vanish because they act so as to
redistribute the internal energy without changing the over-
all energy of the gas or plasma. A way of reconciling the
di"erences between the two systems is to consider the in-
dividual species approach as a path-dependent system that
accounts for the processes between the di"erent species that
lead to macroscopic changes in the system. The MHD ap-
proach is independent of the path by which energy is trans-
ferred amongst the species in its description of the macro-
scopic behavior of the gas.
For example, the MHD Joule heating rate term accounts

for the internal energy change in the gas due to currents that,
because the MHD equation largely describes the neutral gas,
ends up as heat to the neutral gas without consideration of
the path. The frictional heating rate is a descriptor of the en-
ergy path to the neutral gas; that is, ions moving through the
neutral gas will be heated and this thermal energy will be
transferred to the neutral gas via random collisions. The fol-
lowing text provides the details illustrating the relationship
between the frictional heating rate and the Joule heating rate.
The term frictional heating rate originates from an ap-

proximate solution to the Boltzmann collision integral.
Only for the simplest case has a general collision term
been evaluated that applies to arbitrary interparticle force
laws, large species temperature di"erences, and large rela-
tive drifts between the two interacting species (cf. Schunk,
1975, 1977; St. Maurice and Schunk, 1979; Schunk and
Nagy, 1980). As such, the general expression for the indi-
vidual species energy equation that accounts for collisions
can be written as

+Es
+t
=

∑

t

nsms!st
ms + mt

{

3kB(Tt − Ts),st

+mt(Ṽ s − Ṽ t)2-st

}

; (A.1)

where s is the species of interest, either ion, electron or
neutral, and t is the species of interaction. A list of the
parameter de#nitions is provided in Table 1. The fac-
tors , and - are the velocity-dependent correction terms
discussed by Banks and Kockarts (1973) and Schunk
(1975, 1977). For Maxwell molecule interactions (where
the interaction potentials vary inversely as the fourth power
of the particle separation) the collision cross-section is in-
dependent of velocity, thus setting the velocity-dependent
correction factors as equal to unity. This assumption is
often used in ionospheric studies (cf. Killeen et al., 1984).
The #rst term in Eq. (A.1) represents the heat exchange

term between species, and the second term is the frictional
heating term due to di"erential velocities between the two
species. As an example, the individual energy equation de-
scribing the neutral species has a number of important terms,
one of which accounts for collisions between neutrals and

Table 1
Symbols

#c Cowling conductivity
#H Hall conductivity
#P Pedersen conductivity
!in Ion–neutral collision frequency
!en Electron–neutral collision frequency
"i Ion gyrofrequency
"e Electron gyrofrequency
ki Ion mobility coe$cient ("i=!in)
ke Electron mobility coe$cient ("e=!en)
ms Mass of species s (i for ion, n for neutral)
ns Number density of species s (i for ion, n for neutral, e for

electron)
qi Electronic charge
Vs Vector velocity (i for ion, n for neutral, e for electron)
Ts Temperature (i for ion, n for neutral, e for electron)
j Current density
E Electric #eld in the inertial reference frame
B Earth’s magnetic #eld strength
X ′ A #eld vector in the neutral wind reference frame

ions, that is,

+En
+t

=
∑

i

nnmn!ni
mn + mi

{

3kB(Ti − Tn)

+mi(Ṽ n − Ṽ i)2

}

+ · · · : (A.2)

Now, it has been shown for the ion species that its energy
equation can be approximated, below about 400 km, to good
degree by a balance between the energy exchange term and
the frictional heating term (Schunk and Sojka, 1982; St.
Maurice and Hanson, 1982, 1984; Killeen et al., 1984), such
that

+Ei
+t
= 0: (A.3)

Therefore,

3kB(Ti − Tn) ∼= mn(Ṽ i − Ṽ n)2:

Using this assumption, we can rewrite the neutral species
equation (A.2) as

+En
+t

=
∑

i

nnmn!ni
mn + mi

{

mn(Ṽ i − Ṽ n)2

+mi(Ṽ i − Ṽ n)2

}

+ · · · (A.4)

and when the relation

nnmn!ni = nimi!in (A.5)

is used the equation simpli#es to

+En
+t

=
∑

i

nimi!in(Ṽ i − Ṽ n)2: (A.6)
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Thus, using the approximated ion energy equation (A.3),
we can reduce the collision term in the neutral species en-
ergy equation (A.2), to a single term that can be called the
frictional heating rate. This term could have also been ex-
pressed as

+En
+t

=
3kB
mn

∑

i

nimi!in(Ti − Tn) (A.7)

if we use the approximate ion energy equation (A.3) to
replace the frictional heating term with the heat exchange
term. Thus, the two are interchangeable for as long as the
ion energy equation approximation is valid.
To equate the Joule heating rate from the MHD equation

to the frictional heating term provided above requires a few
other general approximations. First, the MHD Joule heating
rate can be written without approximation in terms of the
individual species description as

j̃ · Ẽ′ =
∑

i

qini(Ṽ i − Ṽ e) · Ẽ′: (A.8)

Because the current is invariant to a coordinate change to
the neutral gas reference frame, the Joule heating rate can
be equivalently written as

j̃ · Ẽ′ = j̃′ · Ẽ′ =
∑

i

qini(Ṽ ′
i − Ṽ ′

e) · Ẽ′; (A.9)

where the primes represent variables in the neutral gas ref-
erence frame. If it is assumed that the ion and electron equa-
tions of motion perpendicular to the magnetic #eld line are
in steady state and governed only by the Lorentz and ion
drag forces, the ion and electron equations in the reference
frame of the neutral gas can be written (Brekke, 1997), re-
spectively, as

Ṽ ′
i = Ṽ i − Ṽ n =

1
1 + k2i

{

ki
B
Ẽ′ +

(

ki
B

)2

Ẽ′ × B̃
}

;

(A.10a)

Ṽ ′
e = Ṽ e − Ṽ n =

1
1 + k2e

{

− ke
B
Ẽ′ +

(

ke
B

)2

Ẽ′ × B̃
}

:

(A.10b)

Substituting these equations into Eq. (A.9) results in the
expression

j̃ · Ẽ′ =
∑

i

qini
(

ke
1 + k2e

+
ki

1 + k2i

)

Ẽ′

B̃
· Ẽ′

= #pẼ′2: (A.11)

Assuming that ke is large in the ionosphere, which is true
above 90 km, and rearranging terms we arrive at the expres-
sion for the Joule heating rate as

j̃ · Ẽ′ =
∑

i

mini"̃i
(

ki
1 + k2i

)

Ẽ′2

B2
: (A.12)

Furthermore, we can write the square of the ion velocity in
the neutral wind reference frame, using the approximated
ion momentum equation given in Eq. (A.10a) as

V 2i′
ki
=

(

ki
1 + k2i

)

E′2

B2
: (A.13)

Substituting this expression into Eq. (A.12) results in

j̃ · Ẽ′ =
∑

i

nimi!in(Ṽ i − Ṽ n)2: (A.14)

Thus, when the above assumptions are applied, the MHD
Joule heating rate is equal to the frictional heating rate.
Brekke (1997) discusses other caveats of this relationship
in the presence of a time-varying electric #eld. Thus, ei-
ther term or approach can account for the change in internal
energy of the neutral gas because the MHD assumption is
heavily weighted towards the neutral gas in the IT system;
we worked with the neutral species energy equation to show
the link. However, each species can have its own frictional
heating term, so that the use of this term can be confusing.
For instance, frictional heating of the ion species results in
a response much di"erent from that of frictional heating of
the neutral gas. To illustrate, we write below the expression
for the ion temperature as derived from the approximated
ion energy equation given in Eq. (A.3):

Ti ∼= Tn +
mn
3kB

(Ṽ i − Ṽ n)2: (A.15)

Here we #nd that the ion temperature increases according to
the square of the relative drift between the ions and neutrals.
Only changes in neutral mass and temperature can temper
this change. In contrast, we see from the Joule heating equa-
tion (A.14) that the frictional heating rate to the neutral gas
is dependent not only on the square of the relative drift be-
tween the ions and neutrals but also on the exponentially de-
creasing ion–neutral collision frequency with height and the
time-varying total ion density (or equivalently under charge
neutrality, the electron density). These variables can be ap-
preciable factors in in!uencing the frictional heating rate of
the neutral gas with height, while ion frictional heating does
not depend on these variables and can respond quite rapidly
to changes in the electric #eld. A good illustration of this
point is given by Heelis and Coley (1988). Thus, the neutral
frictional heating rate does equate to the Joule heating rate,
after some reasonable assumptions, while the ion frictional
heating rate does not equate to the Joule heating rate.
Symbols: The symbols used in this appendix are listed in

Table 1.
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